Scattering Tutorial

Erich Mueller
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This tutorial is derived from an appendix to my thesis (http;//www.physics.
ohio-state.edu/~emueller/thesis). It covers the standard physics of low-
energy s-wave scattering as found in textbooks [1]. It attempts to be peda-
gogical. See http;//www.physics.ohio-state.edu/"emueller/scatter for
supplementary Java programs.

1 The Scattering amplitude

1.1 Definition

The basic picture of potential scattering is illustrated in Fig. 1. One has an

incoming wave e?** that is incident on a small impurity of size 7o (positioned at

the origin), and one asks what the far field wavefunction looks like. Generically
ikr

e

w(r) =™ + f(k,7) (1)

r
which has the form of the incoming wave plus a scattered wave. In the far field
r > rg, the scattering amplitude f can only be a function of the incident wave
vector k, and on the direction 7. (In this equation f is also implicitly a function
of the direction of the incoming wave, generically denoted k and here set to 2.
For a spherically symmetric potential f is independent of 12:)

In the long wavelength limit kro < 1 one expects that the scattering will
become isotropic — the wave is too large to “see” the structure of the impurity.
Thus one can drop the 7 dependences and only consider f(k), referred to as
the s-wave scattering amplitude. All of our discussions will be limited to this
s-wave limit. The same argument implies that f does not have much momentum
dependence. For the most part this statement is true and f can be replaced by
f(k = 0); however in the presence of a scattering resonance, f depends strongly
on k. These resonances are of immense experimental importance.

It is worth mentioning that resonant scattering in higher momentum chan-
nels (“shape resonances”), can lead to angular dependence of f in the long
wavelength limit. These resonances play no roles in current alkali gas experi-
ments.
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Figure 1: Generic Scattering Geometry. An incoming plane wave e*** reflects

off a small impurity.

1.2 T-matrix

There are two problems in scattering theory. First, relating the scattering am-
plitude to the scattering potential, and second, relating the properties of the
system to the scattering amplitude. The first problem amounts to solving the
Schrédinger equation in the presence of the impurity, with the boundary condi-
tion that the incoming wave is e***. Generically solving this equation requires
the use of computers, but in principle is solvable to arbitrary precision.

As an alternative to computers, one can also use perturbation theory to solve
the Schrédinger equation. For realistic atomic potentials perturbation theory
is not going to work well. Nevertheless it is still useful to formally develop the
scattering amplitude as a sum of terms, each one containing higher powers of
V. One can then think of the scattered wavefunction as coming from multiple
scattering from the impurity.

The standard approach to developing the perturbation series is to write the
Schrédinger equation in integral form. Formally I write

1
b=0— gV @)

where ¢ = e™** is the incident wave function, V is the scattering potential,
E = k?/2m is the energy of the state, and (H — E)~! is the Green’s function
for the free Schrodinger equation. Applying Hy — F to Eq. (2), one arrives at

(Ho — E)¢ = =V, 3)

which is the conventional Schrodinger equation.
As can be verified directly, in momentum space and in real space, the Green’s
functions are given by

(2m)%0°(q — ¢')

(q] 2/2m—F
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where E = k?/2m. On physical grounds, I have chosen outgoing boundary
conditions in Eq. (5). This latter result is only true in three dimensions. Getting
away from my schematic notation, one writes Eq. (2) in one of two forms,

3
BI) = (@n)8 (ke - K) - 2m / &g Vi )lwq), (6)
) m zk\r r'|
v(r) = - 3’h_ﬂvwwwx (7)

The first equation is in momentum space, the second in real space. In this
Section I only consider the real space equation (7), though later I will focus on
(6). For simplicity I assume that V(r) falls off over a lengthscale ro. Longer
range potentials can be treated, but such analysis is not particularly important
for discussing neutral atoms.
In the far field, r > rg, one can expand the difference |r — r’| in the integral,
to arrive at the equation
m eikr

Y(r) = e — o~

2T r

/dgr’ eikf'r,V(r/)i/)(r’). (8)
Comparison with Eq. (1) gives an expression for the scattering amplitude,

Flk,7) = —% & eFEEV (1 (). 9)

One generates a perturbative solution to Eq. (7) by a simple iterative scheme.
One starts by setting 1 (r) = ¢’** on the right hand side of (7). This first order
result is known as the Born approximation to scattering. This procedure is
iterated by substituting the new value of 1 into the right hand side. In a
schematic notation, one has

1 1 1 1 1 1
=(1- %4 V Vv Vv \% V+-.
v ( Hy— F +H0—E Hy— FE +H0—E Hy—F Hy—F +
(10)
This expression is compactly written as
=y — T 11
Y =1 7 LYo (11)
where the T-matrix is defined by
T - VeV viv—— vy (12)
n Hy—FE Hyo—E Hy—-F
1
= V+V T. 13
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Figure 2: Diagrammatic representation of the T-matrix equation. The T-
matrix, designated by a dark dashed line connected to an “X”, comes from
multiple scattering off the potential. The soft dashed lines represent bare po-
tential scattering.

A diagrammatic representation of Eq. (12) is shown in Fig. 2. The scattering
amplitude is then related to the on-shell T-matrix, by the expression
-m

f(/f)zﬁ

For the many-body problem, or for the problem of scattering off many impuri-
ties, one in principle needs the off shell T-matrix.

To fully appreciate the structure of the T-matrix, one must go beyond s-wave
scattering, and consider the generic scattering amplitude f (l%nﬂ k) defined by
the asymptotic form

T(k). (14)

ezkr

W(r) = ™ + f(k, k,7) —. (15)

The scattering amplitude is a function of the direction of the incoming wave k,
the direction of the outgoing wave 7, and the energy of the scattering particle,
k% /2m.

The T-matrix similarly is a function of three variables,

T(kK.q) = (KIT(E=q"/2m)|k) (16)
(K'|V|k) + (K'|V T|k). (17)

Hy—F

The variables are the incoming momentum k, the outgoing momentum k', and
the energy E = ¢%/2m. If one sets |k| = |k’| = ¢, one finds

Fk k) = —%T(kl%, ki, k). (18)

The off mass shell terms of T' give information about the non-asymptotic behav-
ior of the scattering. If one throws away all this information, such as one does in
the pseudo-potential approximation, one finds that the T-matrix is independent
of the momenta k and k’, and is only a function of the energy ¢

T K, q) = Tla) = o f(g) (19)

This approximation will clearly break down when the momenta are of atomic
dimensions.



1.3 Phase shifts

In the limit of s-wave scattering, the impurity only sees the part of the incoming
wave that is spherically symmetric. One finds the spherically symmetric part of
the incoming wave by integrating over the solid angle,

d2 ikz 1 ' ikr cos 6
e = 5‘/71dC0596 (20)
sin(kr)
. 21
kr (21)

This wave has components which are propagating towards and away from the
impurity, as is seen by representing the wavefunction as
sin(kr)  —le i 1 ¢ihr

kr 2% kr 2 kr

The scattering can only affect the outgoing wave. Since particles are conserved,
the only possible change it can make to the outgoing wave (in the asymptotic
region) is to provide a phase shift, d,

eik’l‘ s ei(kr+26) — eik’l‘ + 2Z'eikTei5 Sin 6 (23)

(22)

Thus, in complete generality, one can write the scattered wavefunction as
e sin § e?Fr
k r
Comparing with Eq. (1) one arrives at an expression for the scattering amplitude
in terms of the phase shift.

v(r) =™+

(24)

f(k) =e“sind/k. (25)

1.4 Meaning of the scattering amplitude and the phase
shift

On a microscopic level, § has a clear meaning. It is the phase shift of the scat-
tered wave, relative to what it would be without the impurity. In the following
section I will show how this phase shift can be simply related to the density
of states in the presence of the impurity. The scattering amplitude, f, is the
amplitude that the particles are scattered. That is, o = 47|f|? is the number
of scattered particles per unit flux of incoming particles. The cross section o is
the area that a classical target would have to have for the scattering probability
to be the same.
An equivalent way to understand f is to look at the equation

eikr

b=y f (26)

wat
The length f gives the distance from the impurity at which the flux of scattered
particles equals the flux of incoming particles.

For small § Eq. (25) can be expanded, and one finds that f ~ §/k.



2 Relationship of the scattering problem with
the standing wave problem

In elementary quantum mechanics, the first problem one learns to solve is the
“particle in a box.” One takes the Hamiltonian —h%V?2 /2m, diagonalizes it via
a Fourier series, and finds the complete spectrum. Later one learns how to do
scattering problems, where one is not interested in the spectrum (which is con-
tinuous), but rather on transmission and reflection amplitudes. The relationship
between these two problems is rarely completely clear.

One can connect the scattering problem and the standing wave problem by
looking at scattering in a finite size box. The three dimensional case (when
limited to the s-wave channel) is actually simpler than the one dimensional
problem, so I will concentrate on it. I first “solve” the standing wave problem.
Consider a small impurity with a potential V() in the middle of a big spherical
box of radius R. I wish to find the eigenvalues of the Schrodinger equation,

=

2m

n vm] B(x) = B(s), (27)

with the boundary condition that ¥(R) = 0. I take i = 1, and restrict myself
to spherically symmetric states. By substituting ¢(r) = u(r)/r, one can write
s-wave sector of the Schrodinger equation as

-1 d?
{%W + V(r)] u(r) = Eu(r), (28)
with the boundary condition ©(0) = w(R) = 0. For r larger than the range of the
potential, one can ignore V (r), and this equation is just a free one dimensional
Schrédinger equation. Thus in the asymptotic regime there is some ¢ such that
the solution to (28) is u(r) = sin(kr + ¢). To satisfy the boundary conditions
the momentum k must obey kR + § = nm, for some integer n.

Now imagine one performs a scattering experiment on the same potential.
One sends in a wave u(r) ~ e~ " and looks at what comes out. Thus one must
solve Eq. (28) with the condition that the incoming part of u is (—1/2i)e =%,
Well, we know one solution of Eq. (28), which asymptotically is u(r) = sin(kr +
§). Multiplying by —2ie®, one gets u(r) = e~*" — ¢#7¢2_ Since solutions to
the Schrédinger equation with a given boundary condition are unique, this u
must be the scattered wavefunction. Comparing with Eq. (23), one sees that
the § which arises in solving the standing wave problem is the same as the §
which appears in the scattering problem. With this relationship one can solve
the scattering problem by using the powerful computational techniques which
have been developed for ground-state problems (see for example [2]).

2.1 Energy shifts

The relationship between scattered states and standing waves gives rise to a
very nice graphical construction which allows one to relate the density of states
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Figure 3: Connecting phase shifts and energy shifts. The thick line represents
the phase shift §(k). In a box, sin(kR + ¢) = 0, so the allowed states lie at the
intersection of the thick line and the oblique lines kR + § = 0. As the box is
made larger, the spacing between the oblique lines becomes smaller, and (on an
absolute scale) they become more perpendicular to the k axis. ‘

to the phase shifts. Imagine one knows the phase shifts §(k) (for example, see
Fig. 3). If one places the system in a box, the only states which obey the
boundary conditions have kR + 0 = nr for some integer n. Thus the allowed
states have a wave vector given by the intersection of the lines kR 4§ = nm and
o(k).

In the absence of an impurity the wave vectors allowed have kR = nw. Thus
the shift in wave vector is 0k = —§/R, and the change in the energy of a state is
O0FE = kdk/m = - k/mR, which is proportional to . As a historical note, this
result was a point of confusion in the 1950’s in the context of the many-body
problem [3].

In the limit of large box, it is more convenient to talk about a density of
states, rather than the energy of any particular state. Starting from the relation
kR + § = nm, one finds that the density of s-wave states in k-space is

on R (k)

— =4 ,

ok T
where 0’(k) is the derivative of § with respect to k. The first term is the standard
density of states in a 1-dimensional box, while the second term is the change
in the density of states due to the impurity. Thus one interprets §/m as the
number of extra states with momentum less than k£ due to the impurity.

If one knows the density of states, then one can calculate For example,
consider a spherical “bump” potential as depicted in Fig. 4. The bump has

(29)
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Figure 4: Energy states for a spherical bump in a box. States are pushed up by
the bump
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Figure 5: Density of states for a spherical bump in a box (schematic). The
potential has a height of Vo = ¢%/2m, and width r.

radius 79 and height ¢?/2m. For k < ¢, the bump appears to be an infinite
barrier, and the density of states should be dn = (R — rg)/7 Ok, which is less
than the density of states in the absence of the bump. The missing states have
to go somewhere, and they are pushed to momenta near £ = q. For k > gq,
the bump is irrelevant, and the density of states should be that of a free gas,
On = R/m 0k. One should therefore see a density of states like the one in Fig. 5.
After integrating this curve, one arrives at a phase shift ¢ like the one depicted
in Fig. 6.

As a corollary to the theorem that §(k)/7 is the number of extra states, one
has the general result that for a sufficiently well-behaved potential the k = 0
the phase shift is equal to 7 times the number of bound states. Generically
0(k — o0) = 0, and the bound states are missing from the continuum.



Figure 6: Phase shift for a spherical bump in a box (schematic). The height of
the potential is ¢2/2m.

3 Sample phase shifts

In this section I plot a few illustrative phase shifts.

3.1 Hard wall

The simplest scattering potential is a hard wall:

vo={% Tin )

The wavefunction must vanish at the edge of the wall, so u(r) = sin(k(r — ro))
and 6 = —krg. This example is pathological in that § — oo as k — oo.

3.2 Attractive well

A slightly more complicated simple potential is the attractive spherical well,

_ %) r<To
vo={ 30 e o)

This potential is not realistic but it possesses many of the features of more
sophisticated atomic potentials. In particular there are low energy resonances
whenever a new bound state enters the well. To find the phase shifts I write
the wavefunction as

| Asin(k'r) r<rg
u(r) = { Bsin(kr 4 9) > 19, (32)

where (k')%/2m—Vy = k? /2m. Continuity of the wavefunction and its derivative
are guaranteed by matching the logarithmic derivative at rg, which gives

K cot(k'rg) = k cot(kro + ). (33)
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Figure 7: Phase shifts for a spherical well potential. The depth of the well is
Vo = ¢*/2m and its radius is 79. All momenta are measured in terms of ry. The
various lines show different values of ¢, each differing by 0.17/rg. Resonances
occur at gro = (n+ 1/2)7.

Solving for § gives

ksink'rg cos krg — k' sin krq cos k'rg (34)

tand = k' cos k'rq cos krg + ksin krgsin k'rg
For different values of V; I plot §(k) in Fig. 7. For simplicity I introduce the
momentum ¢, satisfying Vo = ¢?/2m, which marks the depth of the well. The
most striking feature of these graphs is that when cos(grg) = 0, the phase shift
at k = 0 jumps. This happens because a new bound state enters the well at this
point.

It is instructive to put this system in a box of size R, and calculate the
energy of the first few levels as a function of q. As seen in Fig. 8, whenever one
passes through a resonance, the lowest energy state becomes bound, and the
next level replaces it. What is happening is that each line has a fixed number
of nodes, and at the resonance one of the nodes moves from outside the well to
inside the well, drastically reducing the energy.

10
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Figure 8: Energy levels for an attractive well of radius r¢ and depth Vy = ¢?/2m
within a box of size R. The energy is measured in terms of the quantization
energy of the large box, m2/mR?. The horizontal axis shows gro/m, a measure
of the depth of the well. Resonances occur whenever gro = (n + 1/2)7, and
one of the continuum energy states drops into the well. For this plot R = 50r.
Increasing Ry makes the jumps sharper.
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Figure 9: Resonant barrier potential.

3.3 Resonant barrier

I next consider a resonant barrier potential, as shown in Fig. 9,

0 r<Tp
Vir)=< ¢*/2m ro < T <279 (35)
0 r > 2rg.

As opposed to the attractive well which possesses zero energy resonances, the
resonant barrier has finite energy resonances resulting from the quasi-bound
states which are found at momenta where sin(krg) = 0. At these resonances,
one finds an extra state. From our understanding of §’/7 as the density of
states, we should have a phase change of 7w near this momentum. As seen in
Fig. 10, this is indeed the case.

4 The pseudopotential

Here I discuss an expansion of the scattering amplitude in powers of krg, where
ro is the length scale of the potential. This expansion takes the form

kcotd = 1L + lrekQ + O((rok)%). (36)
as 2

The parameters as and r. are known as the scattering length and the effective
range. I emphasize that (36) is an expansion in 7ok, and even when a; is large,
the remaining terms can be small. The pseudopotential approximation amounts
to taking only the first term in this expansion.

One derives Eq. (36) via a matching argument. The Schrodinger equation
obeyed by u(r) = ri(r) is

<k2+63 B

2m

V(r)> u=0. (37)

12
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Figure 10: Phase Shifts d(k)/m for a resonant barrier potential. The momentum
k is measured in units of 7w/rg. Each line corresponds to a different barrier
height.

For 7 < 19, V(r) dominates over k2, and one writes
u(r) = x(r) + O(k?),  r<ro, (38)

where x(r) is independent of k. For r > r¢, the potential V (r) vanishes and u
takes on its asymptotic form

u(r) = Asin(kr + 9), r > ro. (39)
I match the logarithmic derivatives at rg, finding
k cot(kro +0) = x'/x + O(k?), (40)

which gives the desired expansion of k cotd in powers of k2.
In terms of cot§ the scattering amplitude is

e gin § 1

= = . 41
k kcotd + ik (41)
So in the pseudo-potential approximation, the scattering amplitude is
—a
= ) 42
/ 1+ka (42)

For small ak, this looks like a point interaction. For large values of ak, this
looks like a long-ranged 1/k potential.

13
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Figure 11: Scattering length a for a spherical well of radius r and depth Vj =
2
q*/2m.

4.1 The pseudo-potential for an attractive spherical well

As an example, one can expand Eq. (34) in powers of k, finding

—1  r.k?
kecotd = —+ = 43
CO . + 5 ( )
t
a, = ro— 0 (44)
1 2,3 2 3
re = (= —r2q)cosqro +rosingro + e 02 aro/3 (45)
q S gro — qro CoOs qro

The effective range vanishes when ag diverges. These quantities are plotted in
Fig. 11 and 12.

5 Zero range potentials

For analytic calculations, the simplest potentials one can consider are zero-
range potentials. These play an important role in many theoretical works, so
it is worth considering them here. Zero range potentials are, by construction,
singular. Thus, despite their analytic simplicity, these potentials require taking
careful limits.

14
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Figure 12: Effective range re for a spherical well of radius r and depth V) =
2
q*/2m.

5.1 A structureless point scatterer

Consider a point scatterer with a potential V (r) = Vpd(r — r'). In momentum
space, Vi = Vj. Scattering off this potential is described by the T-matrix
equation (17),
Thrr (@) = Vir (0 + > VigGo (@) Tgr (w). (46)
q
Since Vi is independent of the momentum indices, T' will also be independent
of momentum. Using this result, the T-matrix is

v
T(w) = ﬁa (47)
where O is given by
1
0= G = _. 48
; O(Q7 w) ; W — q2/2m ( )
Replacing the sum with an integral,
\%4 d3q
0 = 49
oy | )
\%4 dq ¢?

212 | w—q2/2m’
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one notices that the sum is ultraviolet divergent. This divergence is a conse-
quence of the short range of the potential, and reflects the fact that a point
interaction is unphysical. Any real potential will have a finite range, which will
introduce a large ¢ cutoff, A in this integral. The integral is readily evaluated
to be

imV v 2mw

© = Oy-— (51)
2w
VmA
Oy = - o (52)
The T-matrix is then of the form
2 s
=" ai, (53)
m 1+ iasv2mw
where the scattering length is
m VQ
=Y 54
“ 271 — Vo@o ( )

Note that if one takes the cutoff A to infinity at fixed V{), then the scattering
length vanishes. In this sense, there is no scattering off a delta-function potential
in three dimensions. Only by scaling Vi with A can a non-zero as be produced.
This scaling of V with A is the simplest example of renormalization which can
be discussed. As previously discussed, a T-matrix of the form (53) gives a phase
shift

§ = arg(T) = — arctan(ask). (55)

5.2 Scattering from a zero-range bound state

A simple generalization of the structureless point scatterer is to associate a
bound state with the impurity. In such a case, the scattering is energy depen-
dent, and
|of?
Vk = ‘/0 + ; (56)

W —€

where Vj is a static potential at the origin, o is an amplitude for entering the
bound state, and € is the energy of the bound state. To illustrate the role of the
bound state I set Vo = 0, in which case

|of?

r= w— E+i(m/27)|a2V2mw’ (57)

The energy F is
E = e+ |al*0y. (58)

For E to be finite as A — oo one must scale € with ©.
The T-matrix (57) leads to a phase shift of the form

cot(8) = —ﬁ +rek?/2, (59)

16



where

—mlaf®
s = —(/—— 60
“ 2rE (60)
—27
Teff = W (61)

A resonance occurs when F = 0.
The Green’s function for the bound state is T'/|«|?. Thus E is the energy of
the bound. When E > 0, this state has a finite lifetime

1
- 2ﬁ|a|2\/2mE, (62)
T ™

which is the result one would expect from Fermi’s golden rule.

6 Feshbach resonances

As is clear from the above examples, tuning a resonance near zero energy has
dramatic consequences for atomic scattering properties. Experimentally such
tuning is carried out by applying magnetic fields. The field induced resonance
is known as a Feshbach resonance.

The underlying principle is that due to the hyperfine interaction, two collid-
ing atoms can form a bound state whose magnetic moment is not equal to the
sum of the magnetic moments of the incoming atoms (total angular momentum
is conserved, not total magnetic moment). Consequently, when a magnetic field
is applied, the Zeeman shift of the bound state can be different from the shift
of the scattering states. Thus the energy of the bound state is tunable. When
its energy is set to zero one is at the resonance. The scattering properties near
the resonance are described well by the model of Section 5.2.

7 Multiple scattering

I now turn to the question of scattering off several small impurities which are
much farther apart than the range of their potentials. As detailed in Section 4,
low energy scattering off an individual impurity is described by the scattering
length as. Letting n denote the density of scatterers, I am particularly interested
in the limit where na? is of order 1. In this limit one encounters localization

effects, and the scattering off of one impurity depends on the presence of all
others.

7.1 Elementary approach

In this Section I frame the problem in terms of elementary quantum mechanics.
Imagine that one has static impurities at positions ry,r2,...,r,. The phase

17



shifts for scattering off any of these impurities is dg(k). In a scattering experi-
ment, the asymptotic wavefunction will be

eik\rfri\

Mﬂﬂm+2ﬁ (63)

[r — |

where the f;’s will be independent of space. This wavefunction should be good,
except on atomic distances close to individual impurities. Comparing with
Eq. (1), the scattering amplitude for scattering from the collection of impu-

rities is o
Fll,#) = fie™mit. (64)

The s-wave component of this scattering amplitude is

sin kr;

£k = [T = S R (65)

In particular, when kr; < 1 then
fok) =) fu. (66)

My goal is to calculate the phase shift § given by

e sin §
fs = P (67)
I now determine the f;’s via the restriction that at each impurity, the phase
shift is 6. Once we know f; we know f. Near the i*" impurity, the spherically

symmetric part of ¢ is defined by

: o
u (e = mil) = [t =1+, (68)

where dQ’ is a solid angle with respect to the variable r’, which is centered at
the impurity. The integration is straight forward and one finds

elri=ril \ sin k|r — 1y etklr=ril
i
|

(69)

O —ry = e+ N f

JJF

Iri = s | klr—rdl =il

I will use the symbol A; for the term in large parentheses. We know that this
term must have the form

_ sin(k|r — ;| 4+ do)

) — ;) = 70

U)z (T TZ) k|7° _ ril ( )
Equating these two expressions, one arrives at
i50 3 6

fi= Ai¥. (71)

18



Using this expression in the definition of A; one finds that A; satisfies the
following matrix equation,

50 o 5 €T ik,
5ij_€ OSIH(SOW Aj:e J, (72)

I denote the matrix on the left hand side of this equation by 1 — g. Formally
inverting this matrix gives

A etkz1
An ezkzn
The total scattering amplitude f is then
eikfcrl
“ 00 o} 5 ; - 1
flk k7)) = SS% ( e~ tktry . o—ikfra ) — A (74)
eikk~t‘n

]

7;60 3 ~
€' sin do S eiklen—tm) 1
j
Formally we are now done. If kr; < 1 we neglect the e?*"i’s and get

) , 1
€ sin § = ™ sin &y Z (—) . (76)
j

1—-g

)

In this same approximation

€90 sin &g . .
Ryt i
gig =4 Hriml I (77)
0 1 =7.
In the pseudo-potential approximation,
- —ask
90 gin gy = — 0 78
¢ RO T Tk (78)

It is useful to study the structure of (1—g)~*. The matrix g has the property
that g;; is a function only of the distance |r; —r;|, and is essentially a scattering
amplitude times a propegator. One graphically thinks of g;; as a directed line
connecting impurity i to impurity j. Then ((1—g)~1);; is the sum over all paths
connecting ¢ to j.

7.2 T-matrix approach
With less work (but using more machinery) one can derive the results as the
last Section by directly calculating the T-matrix, defined by

1
Hy—-FE

T=V+V T. (79)
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In the present case, V' = ). V; is the sum of the potentials for each scatterer.
If one defines T; as the sum of scattering off an individual impurity,
1
T;i=Vi+ VimTia (80)
then T is given by a sum over all paths between scatters of T;’s with propegators
between them,

1
T = ZTZ-JFZTimTjer, (81)
i i#]
1
= ZTHrZTi(l—%)mTjJF“'- (82)
4 ij

I introduce a matrix G;; by

Gij = (=0 gp—F

so that the T-matrix is formally
T=> T, Ly (84)
ij 1-G ij

To go any farther one needs to choose a basis. The most convenient basis
for the current problem is in momentum space. If we treat the T;’s within the
pseudo-potential approximation, then

Ty(k, K, q) = (K'|T;(E = ¢%/2m)|k) = k=K (_—%ei% sin 50) . (85)

mq

For notational simplicity, I use the symbol x for the parentheses. The operator
Ti(Ho — E)~'T} is evaluated by inserting a resolution of the identity

_ d*k . 2m -
(K'|T;(Ho — B)"'Tylk) = /WT(k’ k, Q)mT(Iﬁ K,q)  (86)
I O b (87)

2m gy — ;|

In Eq. (81) all of the ¢'fri’s cancel, except for the one at the end and the one
at the beginning. Thus T is given by

T(ka klv Q) =T Z ei(kriik,"ﬂj)Mij (Q)a (88)
ij

where M;;(q) is the sum of all paths going from 4 to j, each segment of the path
going from impurity  to impurity v contributing (m/2xr)e*dm =7+ /(g|r, —7,|),
which is readily seen to be identical to (75).
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7.3 Two scatterers

Given the positions rq,ra,...,ry of the scatterers we can now calculate § in
terms of dg. The simplest example of this procedure uses two scatterers. The

matrix g;; is given by
0 =z
s = (05 (39)

e’ik"l"1*’l"2|

= ———sindpe’ 90
x A p— sin dpe (90)
_as(l—|—bik1")/7‘7 (91)
1+ ikas
where r = |r1 — ro| and as is the scattering length for scattering off a single

impurity. Since g is proportional to a Pauli matrix, g = 22 is proportional to
the identity. Thus (1 —g)~! is (1 — 22)71(1 + g). The scattering amplitude is

then
%% gin & 1
= k ;(1—9>ij %2)

e gingy 1

- S+ (93)

()
14as/7r
_ \Ma/r) (94)
L+ (lf:zl:/r) k
The last line follows from some simple algebraic rearrangements. The end result

is that the scattering from two impurities looks like scattering from a single one
with an effective scattering length

 2aq
 14ag/r

For as; < r the scattering is just additive. For as > r the effective scattering
length is cut off by the distance between the two impurities, and as — 2r.

It should be clear from this result that when particles are packed closer than
their scattering lengths one cannot consider the scattering from each particle
independently.

az

(95)

7.4 Low density limit

In the low density limit, na? < 1, the matrix elements gi; are small, and the
single scattering dominates. The phase shift for scattering off the collection of
impurities is then additive, § = Ndp.

8 Scattering in the many body problem

For information on the many-body problem please refer to my thesis.
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