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River Flood Forecasting in the Northeast During Ice Jam Situations

A. Austin-Smith, T. Hawley, B. Kilpatrick, P. Gabrielsen
Hydrologists, Eastern Region, National Weather Service

Abstract

The Northeast River Forecast Center (NERFC) is one of thirteen
National Weather Service River Forecast Centers in the United
States. NERFCs area of responsibility includes most rivers in New
York and all rivers in New England. Service hydrologists at Weather
Service Forecast Offices (WSFOs) in Albany and Buffalo New York,
and Portland Maine, support NERFC river forecasting operations.

Rainfall and river gage data are collected, quality controlled and
processed to drive an interactive antecedent precipitation index
(API) river forecasting model. This model calculates river stage
forecasts a six hour intervals. When specified criteria are met
river flood watches and warnings are issued.

Normally during the winter, river flows in the northeast are low
and along with cold temperatures, encourage the formation and
growth of river ice. During the start of the spring runoff river
flow volumes increase, causing river ice to break up and jam,
usually at constricted river channel 1locations. Ice jams
historically form, but are not limited to the same river locations.
When ice jams form they cause a combination of backwater and down
stream flooding.

Forecasting ice jam flooding presents unique challenges to the
hydrologist. API models do not adequately forecast ice jam flooding
because, it is more hydraulic than hydrometeorologic in nature.
Hydraulic models such as the NWS Dambreak and Army Corps of
Engineers HEC2 back water model have shown limited success in real
time ice jam flood forecasting. NERFC and supporting WSFOs use
specialized operational procedures to monitor river ice, forecast
flood levels, and coordinate flood watches and warnings during ice
jam flooding. Knowledge of ice jam prone areas in the WSFOs area
also assist in monitoring and forecasting ice jam flooding.
Annually, ice jam areas are reviewed and methods of ice jam control
are monitored. Ice jams flooding locations in the northeast are
reviewed and ice jam flooding that occurred in Portland's HSA
during the spring of 1991 and 1992 are presented as operational
experiences.



River Forecast Operations

The Northeast River Forecast Center (NERFC) is one of thirteen
National Weather Service (NWS) River Forecast Centers (RFCs) in the
United States. NERFCs area of responsibility includes Lake Erie,
Lake Ontario and the Hudson River drainage in New York; Lake
Champlain drainage in New York and Vermont; and all other rivers
in New England. Operations are supported by service hydrologists
at Weather Service Forecast Offices (WSFOs) in Portland, Maine;
Albany, New York; and Buffalo, New York.

NERFC and the three WSFOs are responsible for specific Hydrologic
Service Areas (HSAs) in the northeast defined by major watershed
boundaries. Hydrometeorologic parameters including; precipitation,
river stage, and daily temperatures are collected by a data
collection network of cooperative weather observers and automated
river and rainfall gages.

NERFC collects hydrometeorological data at specified times during
normal river forecasting operations from HSA offices in Standard
Hydrologic Exchange Format (SHEF) over the AFOS regional
distribution circuit. This hydrometeorological data in combination
with NERFCs local HSAs data are quality controlled and processed.
Precipitation and temperature data are distributed spatially in
time series to represent the climatological state of the river
basin. River and reservoir data are processed into observed time
series for specified forecast locations. The data are used to
compute river stage forecasts at six hour intervals using an
interactive API model.

API is an index that reflects soil moisture conditions of a
watershed above a river forecast point. NERFCs interactive forecast
model recognizes that runoff is related to numerous factors, API
being a very essential one. Along with API, precipitation amount,
intensity and duration are also important when computing storm
runoff.

Hydrologists at NERFC have the ability to interactively adjust each
hydrograph for forecast locations by adjusting the watersheds; API,
storm precipitation totals and/or distribution, and by blending the
observed data river data and modelled data. The final adjusted
hydrographs are converted to six hourly river stage forecasts and
distributed through AFOS to the appropriate WSFO.

River Ice Formation

River ice begins to form when air temperature stay below freezing
and discharge velocities remain low for prolonged periods of time.



These conditions promote river ice sheet formation. As the winter
progresses, ice grows downward and thickens. This process is aided
by snow cover which prevents heat loss, and as it accumulates
thickens into a frozen mass of slush, referred to as snow ice.

Ice also forms when supercooled water is passed under an insulated
ice layer. The supercooled water will freeze to the underside of
the ice layer. Frazil ice which is formed at severe surface
turbulence and cold air temperatures (< 20 degrees F) also
accumulates to the bottom of the existing ice sheet. Both of these
under growth ice formation have the tendency to form hanging dams.
Hanging dams usually produce very serious backwater flooding during
high discharge volumes. ,

Ice Jam Formation

Ice jams, for the most part, form as the weather gradually warms
during the spring months. Flows initially increase as the snowpack
and ice cover begin to melt and along with rainfall usually set the
stage for most ice jams. The severity of an ice jam primarily
depends on 1ice strength and river discharge velocities. Ice
strength deteriorates as flow rates increase resulting in an ice
break up. The more competent the ice and the higher the flow, the
more severe the jam. The tendency for winter ice jams to be more
severe than spring jams can be related to ice thickness. Winter
ice jams usually occur during periods of unseasonably warm weather,
heavy rainfall and rapid snowmelt. When rivers respond very quickly
with a dramatic increase in river discharge and very strong winter
ice is still on the river, a solid ice jam can occur. A rapid ice
breakup coupled with a heavy rainfall event can prove to be
disastrous to an ice jam prone area.

Ice jam prone areas are for the most part historical in that they
do not change from year to year. These areas are usually where the
river makes a sharp bend, narrows or there is some form of
constriction, hydraulic jump or reduced slope. The constriction
can be in either natural or man-made such as bridges, dams or small
islands. It is at these constrictions, bends or areas of decreased
flow where the ice flowing downstream becomes trapped and jams.
Once the jam occurs the ice continues to stack. This acts like a
dam rapidly increasing the water level upstream from the ice jam,
sometimes resulting in a flood situation. It is very difficult to
forecast the exact time or duration of an ice jam although when the
key ingredients are present, the areas of greatest potential are
readily apparent.

Flooding due to ice jams can be quite severe. Ice jams destroy
bridges by lifting them off their piers. Houses can be completely
destroyed by blocks of ice as they move downstream. It is not
uncommon for the water level behind a jam to rise 3 to 4 feet in
a few minutes during ice jam events. When the ice jam finally
breaks, water levels downstream increase rapidly usually resulting
in a flash flood situation.



Ice Jam Areas in the Northeast

Many rivers in the northeast experience recurrent ice jam problems.
In Albany's HSA river ice and jamming are normally, but not always,
more severe in northern areas and often of little or no consequence
in areas south of the Mohawk River.

Ice jamming occurs regularly on all the major rivers in Vermont
including the upper Connecticut River Basin along the eastern
border. 1In some years their effects have been devastating, such
as the Montpelier ice jam flood of March 1992. Many of the rivers
in northern Vermont have long sections of flat, relatively still
water, which favor thick ice accumulation.

Southern Vermont is not as severely affected by ice jam flooding
as northern Vermont. Prolonged cold is not as common, and rain
events also tend to keep the river ice thinner. Also most of the
rivers are swifter flowing and have less still water to form thick
ice. The Connecticut River is an exception and due to river
regulation has had a history of significant ice jam problems. The
Army Corps of Engineers has taken advantage of this regulation by
trying to break up the ice dynamically at Windsor, Vermont (Ferrick
et al., 1988) using controlled releases from flood control and
hydroelectric dams.

Ice jamming is both common and severe in the Adirondack Region of
New York due to the winter's intensity and the type of residential,
recreational and commercial development. Because of the rural
nature of the area most roads, homes and businesses, follow the
rivers and streams. While this area is lightly populated, there
is a great deal of vacation and recreational development along the
rivers that are effected by ice jams flooding. Ice jamming is also
quite common in the major rivers in the St. Lawrence Valley in
north central New York due to long flat river sections.

In Buffalo's HSA a few of the creeks are known for having annual
ice jam problems. This is due primarily to the small watershed
sizes and the low discharges accompanied with significant lake
effect snow fall which sets up the ideal ice formation scenario.

The Black River has a unique problem in that it flows northward.
The headwaters are therefore geographically south. As the ice
breaks up and the snow thaws the increased flow moves downstream
into regions that are colder. This sets the stage for potentially
serious ice jams problems each season on the Black River.

Many of rivers in Maine have ice jam problems as do most rivers in
northern and central New Hampshire. The two rivers Portland's HSA
that are the most susceptible to: ice jams are the Aroostook and
St. John Rivers in Northern Maine. Like the Black River, these
rivers also flow from south to north. Their headwaters are located
in North Central Maine. In the spring and even in the winter



during a warm spell there can be a tremendous difference in
temperature along the length of both rivers. This leads to the
break up of ice and increased river flows far upstream. This ice
then travels downstream, where it jams on stationary ice simply
because downstream locations are much colder and the ice has not
yet begun to melt.

Ice Jams in Maine

This is the exact scenario that occurred during the devastating ice
jams of April 1991 on the St. John River. Temperatures in the
headwaters of the St. John for the two days preceding the event
were close to 70 degrees F, while downstream at Dickey and Allagash
temperatures remained near 40 degrees F. During this time 1 to 2
inches of rain fell rapidly, increasing flows. Ice began breaking
up and moving downstream where it eventually jammed on a solid
- sheet of ice in a relatively flat and shallow reach of the river.

Average temperatures for the three winter months combined ranged
from 1 to 2 degrees below normal in Maine east of the Kennebec
River. New Hampshire and Western-Maine were 1 to 2 degrees above
normal. Snowfall was below normal in most of Maine and New
Hampshire, and as much as 60 percent below normal in some areas of
Southern New Hampshire. Water equivalent of snow on the ground was
also below normal, with the exception of northern Maine and
portions of Coos county New Hampshire. Water equivalents of 5 to
7 inches were common in Northern Maine and Northern New Hampshire.
River ice was 3 to 4 feet thick on portions of the St.John River,
probably due to the below normal winter temperatures and the below
normal snowfall. Elsewhere, river ice was not thicker than
normally expected.

Even with the thicker than normal ice, no ice jams occurred on
Northern Maine Rivers in 1992. Warm weather moved in and softened
the ice but rainfall was not particularly heavy. The ice became
very soft and flowed downstream without incident. In Central Maine
however, the situation was much different. During the last week
of March, 4 inches of rain fell in some locations of Central Maine.
Temperatures were not very warm, ranging from the upper 30's to mid
40%'s. However, the tremendous amount of runoff caused by the
rainfall and melting snow increased flows rapidly resulting in the
break up of the ice on the central Maine rivers. The ice jams were
confined to smaller river basins where the ice had not yet melted.
The ice in the large rivers had gone out earlier in the spring.
The Sandy, Carrabassett, and Piscataquis Rivers were still choked
with ice. Several evacuations were necessary along all three of
these rivers. Damage was not extensive as only small areas along
these rivers were affected. In New Hampshire, minor flooding due
to ice jams occurred during the middle of March from ice jams that
had formed on the Pemigewasset, Connecticut, and Sugar Rivers.
Little or no damage was reported from these jams.



Ice Jam Operational Concerns

In an attempt to decrease the impact of ice jam flooding there are
numerous techniques that are implemented in the northeast by
federal agencies and private concerns to reduce ice jam flooding.
These techniques include both structural and operational solutions
as well as observing programs. These methods not only decrease the
potential of an ice jam at a given location, but also decrease the
effect of increased flow downstream once a jam breaks. Knowledge
of these techniques can greatly enhance the ability of the
hydrologist to effectively monitor and forecast ice jam situations

An ice boom installed on the Lamoille River in Hardwick, Vermont
is an example of a structural solution to an ice jam problem. Ice
booms are constructed from material such as timber,steel or tires
and are placed across the surface of the river channel. The ice
booms purpose is to contain and stabilize large ice sheets in the
channel above a known ice jam location. The ice boom serves as a
sieve allowing smaller less dangerous chunks of ice downstream.
This method proved successful in reducing the severity of an ice
jam event in Hardwick, Vermont in March 1992. This method is used
when ice jams historically reoccur at a given 1location. The
narrower the channel the greater the effectiveness of the ice boom
technique.

Discharge on the Connecticut River near Windsor, Vermont area is
controlled by Wilder Dam upstream and Bellows Falls Dam downstream.
The Army Corps of Engineers (Ferrick et al. 1988) studied using
controlled releases from upstream dams to break up river ice at a
known jam location. By studying the ice thickness and temperature,
the program focused on breaking up ice with a controlled dynamic
wave of water before the natural ice breakup occurred. This
program requires a detailed knowledge of current river ice
conditions and river morphology. This annual program is an example
of operational control of ice jams.

These structural and operational techniques cannot be haphazardly
implemented. Consideration must be given to river channel size, ice
type, ice thickness, and local considerations before they can be
used.

River sections prone to ice jams can be monitored in a number of
ways. Ice problem locations are identified by type, location and
severity. Cooperative weather observers provide information on
point source ice problems, there are also a number of ice observing
networks.

In Vermont, a program is now in place where the Vermont Agency of
Transportation (VAOT) has a network that provides information on
ice packs and their characteristics in the state. NERFC tries to
get this information in a timely fashion. Annually research is
done to uncover these local networks and set up communications to
get their data.



Another agency that assists the NWS monitor ice jams is the Maine
Emergency Management Agency. They work with the Maine Air National
Guard to fly over certain river basins if the NWS requests it. The
Guard is supplied with maps outlining the ice jam locations, see
Figure 1 . Their mission is to detail ice conditions encountered
at each location and relay that information back to the NWS in a
log, see Figure 2.

Existing hydraulic models and studies also provide a basis for
reviewing annual ice jam prone areas. Flood insurance studies,
working hydraulic models, navigation models, and backwater studies
can be reviewed to identify possible ice jams and associated
flooding. These methods have little real time application because
of the extensive data required, but allow the hydrologist to review
"what 1f" scenarios when time is available.

NERFC Ice Jam Operations Plan

Once an ice jam potential is identified, a flood potential outlook
statement is issued by the local NWS office. River Ice Statements
are issued when available information warrants such action. When
done correctly, these statements precede any detection of an ice
jam. Once an ice jam situation is verified it may result in a
flash flood situation. With this possibility, ice jam £flood
situations are usually issued under the Flash Flood categories over
AFOS, this is the responsibility of the HSA. When the NERFC
becomes involved, the products are issued as a Flood Watches, Flood
Warnings or Flood Statements depending on the extent of the ice jam
problem.

It 1is critical that the roles of the NWS, the State, local
government and the observers change during an ice jam flood event.
Instead of the RFC being the provider of key information to the
WSO, WSFOs and state and local offices, these offices now provide
the RFCs with most of the information that these hydrologic
products are based on. Without up to date information from local
officials and observers the RFCs and HSAs hands are unable to
provide accurate hydrologic watches and warnings. Currently,
hydrologic models are unable to accurately model ice jams.
Information on snow, ice characteristics, and river conditions
provide the basis for accurate and timely RFC support.
Coordination and cooperation between the observers, state and local
agencies and the NWS is the driving element for accurate and timely
hydrologic product issuance during an ice jam flood.
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Using Soundings to Forecast Frontal and Rainband Motion
J H Fenner
Oregon Institute of Technology, Klamath Falls, Oregon 97601

Summary .

Forecasting speed and direction of frontal or rainband motion may be one of the least known and
least practiced forecasting techniques. Yet, to make an accurate short-period forecast of the onset or
ending of frontal-related weather (such as precipitation, strong wind gusts, or the time of a significant
~ temperature drop), the forecaster should rely on the rate of frontal and/or rainband movement. Numeri-
cal guidance and extrapolation may help the forecaster, but a more precise estimate of frontal or rainband
motion requires upper-level wind and temperature information, i.e. soundings. Moreover, small features
identifiable on soundings correlate well with mesoscale features recognizable on satellite imagery or on
weather maps. One method for estimating frontal and/or rainband motion, mainly for time periods up to
about 18 hours, relies on identifying fronts and rainbands, often with the help of soundings, and knowing
or estimating the average speed and direction of the wind through the active depth of the respective
system. Sounding help in' the latter situation, too. The paper gives four case studies, one of rainbands
and three of fronts. The method estimates speed of motion somewhat better than direction. More case
studies are needed to improve the method. '

1. Introduction .

Forecasting speed and direction of frontal or rainband motion may be one of the least known and
least practiced forecasting techniques. Very few articles address the topic. Very few operational forecast-
ers know how to estimate frontal movement, and fewer still has any idea how to predict the motion of
rainbands associated with fronts. Yet, to make an accurate short-period forecast of the onset or ending of
frontal-related weather (such as precipitation, strong wind gusts, or the onset of a temperature drop), the
forecaster should rely on the rate of frontal and/or rainband movement.

Numerical guidance and simple extrapolation of previous movement may help the forecaster.
However, for a more precise estimate of frontal or rainband motion, including an estimate of the exact
time of passage at any station, the forecaster can and should use upper-level wind and temperature infor-
mation, i.e. soundings. This paper summarizes one method for improving the timing and accuracy of
such forecasts, mainly for time periods up to about 18 hours.

In addition to supplying the weather forecaster with the only source of -meteorological information
which gives only significant data points (the significant levels), the radio-wind sounding (rawinsonde),
when plotted, provides the weather forecaster with a tool for identifying fronts, rain bands, regions of
potential thunderstorm activity, and many other weather phenomena. In particular, many small features
identifiable on plotted soundings often correlate well with smaller-scale (i.e. mesoscale) features recog-
nizable on satellite imagery or weather maps. Publications by the United States Air Force’s Air Weather
Service (AWS), the National Weather Service (NWS), the World Meteorological Organization (WMO),
and other national weather services, tell forecasters how to use soundings to improve their forecasts.

Observations of frontal systems during the past decade or two (e.g. Hobbs, 1978; Carbone, 1982)
indicated that frontal systems typically exhibit organized mesoscale precipitation bands in the vicinity of
the surface front. Numerous investigators have proposed a variety of physical mechanisms to explain the
banded nature of frontal systems. These theories do not form part of this paper; however, one proposed
mechanism (Moncrieff and Green, 1972) provides the basis for the forecasting method described here;
this theory will be summarized in the next section. For those wishing to read more on our understanding
of frontal bands, refer to Parsons and Hobbs (1983), who reviewed the present state of knowledge.

Whatever the mechanism for the generating and sustaining bands of precipitation near frontal zones,
one thing appears clear: The geostrophic potential vorticity plays an important role in frontal dynamics.
Other observations generally regarded as typical for fronts and their associated rainbands include
significant ageostrophic components of the wind and a sounding exhibiting a temperature trace closely



following pseudo-moist adiabats, i.e. an environment nearly neutral for moist slantwise convection
(Emanuel, 1985).

Bjerknes (1919) described empirically how frontogenetic forcing and the ascent of warm, moist air
over cooler air gave rise to precipitation. Later work described physically how this ascent occurs. The
present case appears to follow this pattern. Cold air moving south increased the horizontal temperature
gradient in the lower few kilometers of the atmosphere without simultaneously increasing the vertical
wind shear. This condition upsets the thermal wind balance, producing a thermally direct transverse
circulation trying to restore that balance. Greene (1971, unpublished lecture notes) and Emanuel (1985)
showed that the rising-air is often restricted horizontally, but the compensating downward motion occurs
on a broad scale, resulting in the possibility for the rising air to form banded precipitation with dimen-
sions on the mesoscale. The present paper uses this knowledge to arrive at an empirical method to
estimate both speed and direction of motion of fronts and rainbands.

2. Conceptual Models

Throughout the years, numerous investigators have developed and promulgated a myriad of concep-
tual models of meteorological phenomena, such as Byers and Braham’s well known ‘thunderstorm model
(Byers and Braham, 1949). Conceptual models of fronts have an even longer history, beginning when
Margules (1906) offered a model of a stationary front, and continuing with, e.g. Jeffreys (1919), Sutcliff
(1938), Brunt (1939), and Sawyer (1952). All these later investigators also attempted to explain frontal
translation. However, none of the models they introduced attempted to explain how to forecast the rate
of frontal movement. , , -

In 1972, Moncrieff and Greene (1972) introduced a two-dimensional theoretical model of a steady
thunderstorm as the basis for estimating the speed of motion. Fenner (1974) showed that this model
produced accurate speed forecasts for many types of thunderstorms, and that it could be modified and
extended to predict the velocity of fronts and rainbands as well. Moncrieff and Green’s conceptual
model, as modified, provides the basis for the method of prediction in this paper. As a quick refresher,
Moncrieff and Greene’s model assumed an unmixed updraft and compensating unmixed downdraft in the
cloud. Given this condition, the authors found a "steering level” where the relative wind was zero, hence
found the speed of motion of the system. Although very few, if any, real weather systems—even severe
thunderstorms--come close to meeting this stringent requirement for an unmixed updraft fully compen-
sated by an unmixed downdraft, squall-lines and some large thunderstorms closest to meeting the require-
ment. Fronts and rainbands do not meet this assumption. (To extend the model to other meteorological
systems, the author relaxed the requirement for the unmixed updraft and downdraft in the upper half of
the cloud, leaving only unmixed up- and downdrafts in the lower half of the cloud. Many thunderstorms,
fronts, and rainbands appear to come close to satisfying this more lenient requirement. The predicted
motion for fronts and rainbands also agrees better with actual motion when using the author’s modified
method.)

Figures 1, 2, and 3 show schematic models of fronts. Figure 1 shows a conceptual model of a front
associated with an upper-tropospheric wind maximum (a "jet stream"), a model sometimes referred to as
a "dynamic front" because of its association with a dynamical process in the atmosphere. Figure 2 shows
a "classical" conceptual model of a front, that is, a moving mass of cold air displacing warmer air at the
surface of the earth. This model is devoid of dynamic atmospheric processes which might cause it to
persist for long periods of time and move over extended distances. Figure 3 shows another dynamic
front, but one without associated rainbands.

In Figs. 1, 2, and 3, the tropopause is denoted "TROP" and the upper-level wind maximum by
"Jet." The depth of the active region of the front is denoted "H," generally the depth of the cloud layer,
and, the depth of the rainbands by "H’." "LLJ" denotes the wind maximum in the lower troposphere,
often called the "low-level jet."
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Figure 1: A schematic model of a dynamic front and its associated rainbands. A dynamic front is the
name given to an active frontal system, one always associated with a region of maximum wind in the
middle to upper troposphere (a "jet", marked "J"). A dynamic front generally extends into the lower
stratosphere, as indicated by the solid curve in the figure. Rainbands are denoted by "R" and their active

depth by "H" in the figure. The active depth of the front is indicated by the stippled area. "Trop"
indicates the tropopause.
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Figure 2: A schematic representation of a "classical” cold front, that is, one which demarcates the
boundary between a cold pool of air and a warmer region. The arrow indicates the direction of motion of
the cold front; the curve denotes the frontal boundary, and "H" indicates the active depth of the front.
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Figure 3: A schematic model of a "dynamic” front (as in Fig. 1), but without rainbands. Dashed arrows
indicate the direction of the thermodynamically direct circulation transverse to the front (see text), while
solid arrows denote the direction of motion of cold and warm air relative to the moving front. Many
dynamic fronts exhibit a low-level wind maximum (the "low-level jet, LLJ") within or near the moist,
warm air (stippled area). The upper-tropospheric wind maximum is marked "Jet,” while "H" is the active

depth of the front. The active depth is often about equal to the depth of the moist layer ahead of and/or
above the surface position of the front.



3. Forecasting Speed and Direction of Frontal Motion

To forecast the velocity of any meteorological phenomena, one must first find and identify it.
Methods of finding fronts using soundings should be well known to operational weather forecaster; thus,
this paper will not detail them. These methods have been explained in numerous texts, articles, and
pamphlets. One such readily available reference is Air Weather Service Manual 105-124 (1975).

Estimating speed and direction of frontal motion accurately, however, requires quite a bit more
thought and effort than the relatively simple "rules of thumb" given in most texts and manuals would
indicate. (Many texts, for example, mention that fronts tend to move at, for example, about half the wind
speed at 500 hPa (mbar); or at about 70% of the speed of the wind at 700 hPa (mbar); or give some
similar rules of thumb. None, however, indicate why fronts tend to move at these speeds.)

In general, fronts move along with the atmospheric depression with which they are associated. Since
disturbances embedded in the flow tend to move at the speed and in the direction of the average wind
through their depth (or, more specifically, the average wind through their dynamically active depth),
fronts tend to move with the average wind. As a result, Moncrieff and Green’s two-dimensional model,
as modified, gives a good estimate of general frontal and rainband movement. The method is as follows:

1. Select, or, if time permits, construct, a representative sounding for the location and time of
interest. Figure 4 shows a sounding for one recent case.

2. Construct and plot the equivalent potential temperature curve (8,) on the sounding. (You may
plot wetbulb potential temperature, O, instead of 6,; it makes virtually no difference.) For simplicity,
this is not shown; rather, ©, is plotted by itself in Figure 5.

3. Find the level of free convection (LFC), if any, and draw the pseudo-moist adiabatic curve
through the LFC. Figure 4 shows this for a recent case. The depth of the layer between the LFC and
where the pseudo-moist adiabatic curve again intersects the temperature trace of the sounding is, of
course, the expected depth of the convection. (Many soundings near fronts and rainbands will not show
any LFC; many will exhibit a temperature trace nearly coincident with the pseudo-moist adiabatic curve,
a condition sometimes referred to as "moist-neutral” stability. A "moist-neutral” sounding somewhat
complicates the forecasting method, but does not render it invalid.)

4. Locate the region of the atmosphere represented on the sounding by the lowest equivalent
potential temperature. In Figures 4 and §, this is the region between about 800 hPa and 670 hPa. From
the author’s studies of the past twenty years, this region correlates well with the "steering level” of
thunderstorms, fronts, and rainbands. As a first estimate of frontal or rainband motion, use the average
wind speed and direction though this layer of the atmosphere. For a more accurate estimate, continue
through the following steps.

§. If you have time, plot the winds in polar coordinates. This results in a representation of the
wind known as a hodogram. Figure 6 shows the hodogram for a recent case. The mean wind speed and
direction through the depth of the convection (from step 3) gives a reasonably accurate estimate of the
motion of rainbands, not as good results of frontal motion.

6. The mean wind through the active depth of the front or rainband ( "H" or "H’") gives the best
estimate of frontal or rainband motion, respectively. The depth of the cloud, estimated from sounding or
satellite imagery, corresponds well with the active depth of fronts and rainbands. In very few cases does
the active depth of a front or rainband extend upwards beyond seven kilometers, and it averages about
five. Rainbands often extend higher than the front with which they are associated.

When applying this step, look for the general depth of the cloud, not the highest cloud top.
Individual cells often extend well above the average cloud top; use the average value in estimating the
over-all movement. The larger, embedded cells will move faster than the average, as Fenner (1974)
noted. (Squall-lines tend to move faster than fronts, because their active depth is greater, thus the
average wind speed higher. Rainbands may move either slower or faster than the front, depending on
their depth relative to the active depth of the front.)
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Figure 4: Sounding for Salem, Oregon, from 0000 Universal Time (UT), 11 June 1991. The solid curve
is the temperature trace plotted against pressure as a vertical coordinate, while the dew point temperature
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Figure §: A smoothed plot of equivalent potential temperature (©,) against pressure as a vertical coor-
dinate for Salem, Oregon, from 0000 Universal Time (UT), 11 June 1991. "H" denotes the active depth
of the front. The mean wind through depth H was from approximately 240 degrees at 30 knots.



Figure 6: Winds plotted in polar coordinates (a hodogram) for Salem, Oregon, 0000 UT, 11 June 1991.
The curve represents the locus of the tip of the vector wind when plotted with the tail of the vector at the
origin. Eastward and northward components of the wind are taken as positive. The height of the wind in
kilometers is indicated by numbers along the curve.
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Figure 7: Radar returns from the radar at the Institute for Meteorology, Free University of Berlin, from
12:40 UT to 16:55 UT (13:40 to 17:55 local time) 20 May 1976. The outer circle is the 150 kilometer
range ring. Rainbands are numbered 1, 2, and 3, while the front is marked "F." The stippled area
indicates ground clutter. Radar antenna elevation remained at 0.5 degrees during this period.



If the hodogram shows significant directional change with height, the larger and stronger
embedded cells will often deviate from the direction of the mean wind. Fenner (1974) noted this and
attempted to explain it. Fronts and rainbands in middle latitudes do not generally exhibit this deviate
motion, but many thunderstorm and squall-lines do.

4, Examples of Estimating Frontal and Rainband Motion

A. The front and three rainbands from 20 May 1976 in Germany.

Figure 7 shows the outline of several rainbands as taken from a radar display. Figure 8 shows the
corresponding sounding for the same time and location. Table I at the end of this paper gives the actual
motion of these rainbands, as deduced from radar.

Figures 8, 9, and 10 show the position of fronts as analyzed by operational forecasters together
with the corresponding sounding. Table I lists time and date of the front and/or rainband, along with
estimated motion (front the method given here) and actual frontal motion as deduced from the operational
maps shown. Note that acrual frontal motion is not in the direction perpendicular to the front, as often
mistakenly assumed. Most forecasters (and the public) generally think of the component of motion
normal to the front; however, the front actually moves in quite a different direction.

The next three examples come from the Pacific Northwest from the spring of 1991. Those people
living in the area will remember the unusually cool, wet season. However, even though amply rainfall
fell during the early part of the year, surface maps from April, May, and June show only a relatively
small number of very well defined fronts passing through the Pacific Northwest.

B. The front from 9 April 1991 in the western United States.

Figure 8 shows portions of two National Weather Service weather maps, for 12UT and 18UT, 9
April 1991, respectively, along with the sounding from Salem, Oregon, for 12UT on the same date.
Washington (WA), Oregon (OR), and California (CA) are indicated for geographic reference. The
portion of the front lying over southern Washington and the northern half of Oregon appears to be
moving very nearly from west to east; however, the analyzed juncture between the northern portion of
the front (with occluded frontal character) and the remaining portion (with cold frontal character) has
moved from near Portland, OR, at 12UT, 9 April, to just west of Spokane, WA, at 18UT. The juncture,
denoted by two short lines across the front, has thus moved from a direction of about 240 degrees,
considerably different the apparent motion of the front as an entity.

The sounding for Salem, OR, (Fig. 8c) was taken just prior to frontal passage on the surface. It
shows a nearly "moist-neutral” lapse rate up to a height of about six kilometers, with most of the
moisture confined to the lower three kilometers of the atmosphere. After frontal passage (not shown), the
moisture extended only up to about five kilometers. The average wind through the depth of the active
front (about five kilometers) was 250 degrees at 28 knots.

This weather system produced 0.20 inches of rainfall at Salem, and 1.03 inches at the Corvallis
water bureau’s measuring site. Stations along the Oregon coast generally reported more than one inch of
precipitation, with a maximum of 2.10 inches recorded at near Nehalem (Taylor, 1991).

Table I summarizes the prediced and actual motion for this case.

C. The front from 24 April 1991 in the Western United States.

Figure 9 shows portions of three National Weather Service weather maps, for 00UT, 12UT, and
18UT, 24 April 1991, respectively, along with the sounding from Salem, Oregon, for 12UT on the same
date. Washington (WA), Oregon (OR), and California (CA) are indicated for geographic reference. The
portion of the front approaching Washington and Oregon at 0QUT appears to be moving from the west-
southwest. In this case, unlike the previous one, the analyzed juncture between the northern portion of
the front (with occluded frontal character) and the remaining portion (with cold frontal character) also
appears to be moving in the same direction. For the period 00 to 18UT, both the front and the juncture
point appear to be moving from about 235 degrees at 24 knots.
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Figure 8: (A) and (B) are National Weather Service surface weather maps for the western portion of the
United States and Canada for 12UT and 18UT, 9 April 1991, respectively. Washington ("WA"), Oregon
("OR"), and California ("CA™) are marked for geographic referénce. (C) The sounding for Salem,
Oregon for 12 UT, 9 April 1991,
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Figure 9: Similar to figure 8, except (A), (B), and (C) are surface maps for 00, 12, and 18UT, 24 April
1991. (D) is the sounding for Salem, Oregon, for 12UT, 24 April 1991,
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Figure 10: As figure 9, except surface maps are for 18UT, 10 June 1991, and 00 and 12UT, 11 June
1991, and the sounding is for 0OUT, 11 June 1991. (The sounding is also shown in figure 4.)



The sounding for Salem, OR, (Fig. 9d), taken after frontal passage on the surface, shows a nearly
"moist-neutral” lapse rate up to a height of about four kilometers. Prior to frontal passage (not shown),
the moisture extended no higher. The average wind through the depth of the active front (about 4 1/2
kilometers) was 235 degrees at 28 knots.

This weather system produced 0.28 inches of preciptation on the 23rd and another 0.18 inches of
rainfall at Salem on the 24th. Stations along the coast averaged about one inch of rainfall on the 24th
(Taylor, 1991).

Table I includes the prediced and actual motion for this case, too.

D. The front from 10-11 June 1991 in the Western United States.

Figure 10 shows portions of three National Weather Service weather maps, for 18UT 10 June 1991,
and 00UT and 12UT 11 June 1991, along with the sounding from Salem, Oregon, for 00UT 11 June. As
with the previous two cases, Washington (WA), Oregon (OR), and California (CA) are indicated for
geographic reference. The portion of the front approaching Washington and Oregon at 18UT appears to
be moving from the west. As with the prior example, the analyzed juncture between the portion of the
front with occluded frontal character and the portion with cold frontal character also appears to be
moving in the same direction. Both the front and the juncture point appear to be moving from about 270
degrees at 22 knots. '

The sounding for Salem, OR, (Fig. 10d) was taken just prior to frontal passage on the surface. As
with the previous two examples, it shows a nearly "moist-neutral” lapse rate—in this case up to a height
of about six kilometers. The moisture also extends to about that height. The average wind through the
depth of the active front (about six kilometers) was 250 degrees at 20 knots.

This weather system produced less rainfall than the previous two, with many of Oregon’s reporting
stations, including Salem, receiving no measurable rainfall at all. On the other hand, a number of
stations (17) recorded maximum temperatures more than seven Kelvin degrees above normal on the 10th
and 11th, and another five stations recorded minimum temperatures more than five Kelvin degrees above
normal. Salem reported an eleven Kelvin degree drop in maximum temperature from the 10th to the
12th, and a seven Kelvin degree drop in average temperature over the same period (Taylor, 1991).

Table I summarizes the prediced and actual motion for this case, too.

5. Conclusions

Forecasting speed and direction of frontal and rainband motion does not require a great expenditure
of time. The results can, however, improve the timing of forecasts of frontal phenomena, such as
beginning and ending of precipitation, onset of post-frontal freezing temperatures, etc.

Although the case studies presented here do not indicate the directional estimates are very good,
please note that these cases were not selected because the predictions turned out to be accurate; rather,
we selected the cases based on their having a sounding near the time of frontal passage.

Table 1 Acruai and Estimated Frontal and Rainband Motion Compared

Table I: Actual and Estimated Frontal

Date / Time (UT} Actual Motion ' Prediczed Mocion

760520,
13:50 to 17:55 OT:

and Rainband Motion Compared

Frenc 240 ac 12 koots
Rainband fl 210 ac 1S

Raizoband #3 200 ac 10

910409 12 uT 226 at 31 250 ac 28 kaoes
910424 1z uT 235 ac 24 235 ac 28

9i06ll 00 UT 270 ac 22 250 ac 20
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ABSTRACT

Seven return flow events and associated low-level jets (LLJs) over the Gulf of Mexico and southern
U.S. were observed between 26 January and 27 March 1988 coincident with the GUFMEX (Lewis et al.,
1989) extensive observing period. The ability of the National Meteorological Center’s Nested Grid Model
(NGM) to develop and predict the LLJ is examined. Individual cases and case composites utilizing NGM
analyses and forecasts are compared and contrasted with one another and with special GUFMEX
observations. Model strengths and weaknesses are illustrated.

Low-level jets associated with return flow events developed first in the southern High Plains near
southeastern Colorado, eastern New Mexico, and the Texas Panhandle, then forming southward and eastward
toward the Gulf of Mexico. All cases of strong return flow were associated with LLJ formation and
cyclogenesis in the lee of the Rockies. The jet developed in response to three primary mechanisms: (1)
anticyclonic southwesterly flow at the surface and aloft over the southern High Plains, (2) lee mountain
troughing which locally enhanced the geostrophic flow and, (3) ageostrophic isallobaric flow. The
isallobaric wind accelerated the flow into the developing cyclone and dominated the LLJ formation process
in model analyses.

Over the southern Plains, jets formed near 850 mb. They advanced eastward with developing
cyclones and were maintained by strong pressure gradients. As they developed south and east, they did so
in response to the same mechanisms which formed them farther north, vet did so at a lower height. LLJ
maxima in the western Gulf of Mexico are typically observed near 950 mb. This suggests an upward slope
in height of the jet as it advances inland coincident with the inversion structure capping the moist layer.

NGM forecasts tend to underestimate the degree of lee troughing and ageostrophic acceleration in
developing the jet initially and later in time farther south. Part of this error appears to be due to a model
bias, namely, the development of cyclones too far north in the lee of the Rockies. As cyclones move into
the central Plains, the NGM tends to deepen them too much, thus creating a stronger pressure gradient than
is observed. This enhanced gradient results in a representative wind speed forecast, however, there is a
significant westerly bias to the flow over the region. LLJ wind speeds were consistently too low over the
western Gulf of Mexico and also displayed a westerly bias. In addition, the NGM appears to have difficulty
in forecasting the thermodynamic structure of the lower troposphere, especially the evolution of inversion
layers which cap the moist layer and are coupled with the LLJ. Consequently, the upward sloping character
of the LLJ as it advances northward from the Gulf of Mexico is absent in NGM forecasts.



1. Introduction

During the cool season, transient synoptic systems frequently impact the southern
U.S. Cold-air outbreaks push across the Gulf coast and into the Gulf of Mexico where
the air is modified before returning to the continent. The cycle of cold-air outbreak and
return flow has been defined by Crisp and Lewis (1992), as the return flow cycle and is
comprised of two distinct phases. The first phase involves the movement of cold dry air
from the continent to the ocean and is called the offshore-flow phase. The second is
defined as movement of warm, more moist air from the ocean to the continent and is
called the onshore-flow phase. Forecasts of precipitation, cloud, temperature, humidity,
and wind during this cycle are particularly challenging for operational forecasters due to
the complexity of modification processes over the Gulf and an incomplete understanding
of the transport mechanisms associated with various phases of the cycle. Numerical
weather prediction models such as the Nested Grid Model (NGM) (Phillips, 1979)
simulate these processes however, they experience difficulties with particular aspects.
Evaluations of model performance regarding air mass modification and subsequent
forecasts have been conducted by Sanders (1987), Petersen (1988), Junker and Hoke
(1990), Jensenius (1990), Janish and Lyons (1992) and Junker et al. (1992). Additional
studies regarding cyclone and anticyclone position/intensity forecasts have been presented
by Alexander and Young (1990), Grumm and Seibers (1989a, 1989b), Mullen and Smith
(1990), Smith and Mullen (1991), and Grumm et al. (1991).

Results from this study will examine the formation and prediction of the low-level
jet (LLY). It’s purpose is to illustrate model strengths and weaknesses in predicting the
jet’s temporal and spatial evolution, it’s vertical structure, and role in moisture transport
during periods of onshore flow. ‘

2. The Low-Levél Jet

The LLJ (Bonner, 1968) is a layer of maximum wind which must equal or exceed
12 ms™ (25 kts) and must decrease by at least 6 ms™ (12 kts) to the next higher minimum
or to the 3-km level, whichever is lower. Climatology of the southerly LLJ shows a
maxima in frequency over the south central Plains of the U.S. with secondary maxima
over south Texas and off the North Carolina coast (Bonner, 1968). Over the central
Plains, the jet has been found to be the primary mechanism for moisture transport during
the return flow cycle (Engel, 1991).

Several types of LL)’s have been documented. Formation processes of nocturnal
jets have been examined by Blackadar (1957), Wexler (1961), Lettau (1967), McNider
and Pielke (1981), Paegel et al. (1984), Parrish et al. (1988), Fast and McCorcle (1990),
and Frisch et al. (1992). These theories are based on the evolution of boundary layer
processes over a diurnal cycle. Jets associated with this type of development are
primarily a summertime, meso-alpha scale phenomena and account for a large percentage
of the frequency in Bonner’s climatology over the central Plains. ' |
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The synoptic scale LLJ associated with return flow appears to be synoptically
forced resulting from pressure gradient responses to lee side cyclogenesis to the east of
the Rockies (Fig. 1, Newton, 1967). The synoptic scale LLJ is primarily a cool season
phenomena as described by Djuric and Dimiani (1980) and Djuric and Ladwig (1983).
They have shown that the LLJ associated with return flow first appears over the High
Plains between west Texas and eastern Colorado and expands southward and eastward
rapidly in time until it taps the warm, humid air over the Gulf and transports it northward.
This jet is maximum near or below 850 mb and is capped by a subsidence inversion.
These jets are typically stronger than the summertime phenomena with most vigorous
LLJ’s associated with most rapidly developing baroclinic waves and degree of lee Rocky
mountain cyclogenesis (Walters, 1988). Jets of this type may or may not display a
nocturnal maximum. Uccellini (1980) and Uccellini et al. (1987) have recently related
the evolution of the synoptic scale LLJ to interactions between upper-level jet streaks and
diabatic processes associated with cyclogenesis. They showed that changes in the
pressure gradient force related to leeside cyclogenesis, leeside troughing and the
isallobaric wind response to these changes seem to be an integral part of the processes
that leads to the development of the LLJ’s observed in the Great Plains. In all cases, the
presence of a boundary layer inversion was critical to the development and maintenance
of the jet.

3. Data acquisition and analysis technique

Data used in this study consist of NMC’s Regional Analysis and Forecast System’s
(RAFS) gridded analyses and 24- through 48-h forecasts over a 41 X 38 gridded array
defined on a Northern Hemispheric polar stereographic map projection oriented at 60 N,
105 W. Grid spacing is 190.5 km at this location. The gridded data, which were
obtained from an NMC archive at NCAR, are not the original NGM C-grid data (91.45
km grid at 60 N), but rather are a subset of the coarser resolution LFM grid, to which the
NGM C-grid fields are interpolated for archiving. The period of study encompasses a two
month period from 26 January to 27 March 1988, coincident GUFMEX 1988 special
observing period.

An evaluation of NGM performance was facilitated through a comparison of NGM
24- and 48-h forecasts with subsequent NGM analyses (used for verification). Results
illustrated model strengths and weaknesses in developing and predicting the LLJ.
Features observed between 48-h forecasts and NGM analyses were observed in
24-h comparisons as well, however, 48-h comparisons best illustrated model performance.
A comprehensive discussion of the NGM and validity of using NGM analyses as "ground
truth" is given in Janish and Lyons (1992).

In order to apply the definition of return flow cycle to the NGM grid point data,
specific grid points were chosen relative to the south central U.S. Upon evaluating
temperature, moisture, and wind field evolution over several individual and groups of grid
points, at various levels, the meridional wind v at 950 mb along the Texas coast was
determined to best represent the cycle. It was most sensitive to changes in the synoptic
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regime influencing the Guif. An example of this time series is given in Fig. 2. The
cycles (once defined) were then evaluated in a composite study as well as individually.

3.1 Composite Study

From the v-wind depiction of the return flow cycle (Fig. 2), seven (7) events were
associated with large meridional wind oscillations and cycles of offshore and onshore
flow. Each cycle displayed two (2) phases, as defined by Crisp and Lewis (1992), which
can clearly be identified. They include an offshore flow, characterized by a negative v-
wind component, and an onshore or "return" flow, characterized by a positive v-wind
component. Sub-classification is given in the form of five (5) specific verification
periods:

VERIFICATION PERIOD 1: Approximate start time of offshore flow. V-wind
T-D component is approximately zero (point of change from
+v to -v).
VERIFICATION PERIOD 2: Approximate time of maximum cold/dry air advection into
(T-2) the Gulf. This period coincides with the maximum negative
v-wind component.
VERIFICATION PERIOD 3: Approximate start time of return flow. V-wind component
(T-3) is approximately zero (point of change from -v to +v).

VERIFICATION PERIOD 4: Approximate time of maximum return flow of moisture back
(T-4) to the continent. This period coincides with the maximum
positive v-wind component.

VERIFICATION PERIOD 5: Approximate end time of the retumn flow. The V-wind

(T-5) component is approximately zero (point of change from
+V to -v).

Hereafter, the above verification periods will be called T-1, T-2, T-3, T-4, and T-5,
respectively. The purpose of defining verification periods was to identify key periods
within the return flow cycle for analysis. The first step in the compositing technique was
to apply the definition of each of the five verification periods to each of the seven return
flow cycles. These sub-phases are highlighted in Fig. 2 with T-1 through T-5 labeled for
the second cycle. Meteorological variables including; u- and v-wind components, mixing
ratio, relative humidity, temperature, and équivalent potential temperature, were
composited relative to each verification period over each of the seven cycles. Respective
fields were summed, then divided by the total number of fields used. Hence, if a spatial
distribution of mixing ratio relative to T-4 was desired over the entire 33 X 24 gridded
array, all of the T-4 periods for all seven cycles would be averaged at each of the 1558
grid points over the NGM data archive domain. Results represent mean synoptic patterns
for a particular verification period of the return flow cycle.



Because of the 12-h data resolution and the fact that only the v-wind component
was used to define the periods, the exact timing of onset for each period may be in slight
error. Nonetheless, this technique clearly defines sub-phases of the return flow cycle
which can be analyzed on synoptic scales.

3.2 Extreme Case

An examination of individual return flow cycles was made in order to see how
particular cases compared with the composite. Of these, the most extreme cold air
outbreak and return flow event occurred during a 5-day period from 10-14 February 1988.
Particular attention was paid to this event to determine whether or not observed features
in a single case were similar to those illustrated in the composite over seven events. It
also allowed for analysis of the temporal evolution of a cycle. Comparison between this
extreme event, other events, and the seven event composite indicated that the composite
was a good representation of the overall scenario, while the extreme event had a similar
although stronger signature than the composite.

4, Evaluation of NGM Performance

An evaluation of NGM performance during the return flow cycle was conducted
with emphasis on wind field evolution. Comparisons of NGM 24- and 48-h forecasts
with subsequent NGM analyses (used for verification) illustrated model strengths and
weaknesses.

The synoptic scale LLJ first develops over the High Plains near southeastern
Colorado, eastern New Mexico, and the Texas Panhandle. NGM analyses indicate that
the LLJ begins to develop at T-3 over this region and forms in response to three features
(Figs 3, 4). First, the polar anticyclone at 850 mb (typically- associate with the previous
cold air outbreak) must move over south Texas or the western Gulf of Mexico to enable
a southwesterly synoptic flow over the region (Fig. 3a). Secondly, a lee Rocky mountain
trough must be present to enhance the southwesterly geostrophic wind over the same area



(Fig. 3a). Finally, and most importantly, the jet accelerates in response to a strong
isallobaric, ageostrophic wind from the south directed toward rapid pressure falls in the
lee of the Rockies associated with cyclogenesis (Fig 4a). The lee trough is always present
in cases of LLJ formation; however, its presence alone does not initiate LLJ development.
Only after synoptic scale winds become southwesterly, and deepening of the lee trough
initiates a strong isallobaric, ageostrophic wind from the south, will a jet begin to develop.
These processes are observed near the base of the synoptic scale boundary layer inversion
during T-3.

NGM forecasts of LLJ formation are hindered by difficulties in developing these
three features adequately (Figs. 3b, 4b). One primary reason for this deficiency appears
to be the NGM’s bias in developing cyclones over the central Plains. Initially, the NGM
develops weaker lee troughing and synoptic southwesterly flow over the region than is
observed (Fig. 4). In addition, 850 mb and surface height/pressure falls are displaced
significantly farther north than are observed. Misplaced cyclogenesis is corroborated by
Grumm and Siebers (1989a) and Mullen and Smith (1990). As a result, initial
development of the LLJ is poorly forecast by the NGM.

Development of the LLJ eastward is tied to cyclone development and. motion.
Over the southern Plains, the jet moves east and is maintained by an increasingly strong
pressure gradient. To the south, the LLJ forms in response to those features which
developed it further north but does so at a lower height. The LLJ reaches the Gulf of
Mexico some 18-36 h after initial formation over eastern New Mexico. Maximum
onshore flow over the western Gulf and inland (T-4) typically occurs 36-48 h after T-3.
Upon reaching the western Gulf, the LLJ is characterized by an upward slope. Namely,
maximum winds occur at 950 mb over the western Gulf (Fig. 5c¢) and at 850 mb over the
south central Plains (coincident with the slope of the inversion) during T-4 (Fig. 5a). The
reason the LLJ is strongest at 950 mb in the western Gulf is because the ageostrophic
cross-height flow is largest there (Fig. 6), the reason the LLJ is strongest at 850 mb over
the south central U.S. is because the ageostrophic cross-height flow was largest there and
is maintained by a strong pressure gradient in the central Plains (Figs. 4, 5). While this
jet does display somewhat of a diurnal maximum (typically strongest at night when the
boundary layer inversion is typically strongest) it usually persists throughout the day
unlike the summertime/nocturnal LLJ as discussed by Blackadar (1957), Bonner (1968),
and Wexler (1961). Formation processes of these two jets show significant dissimilarities
and should be thought of separately when making forecasts.



Typically, as the LLJ continues eastward, it becomes supergeostrophic and begins
to weaken. Cyclones which continue to develop are likely to maintain the jet farther east,
however strong southerly flow along the Gulf coast is diminished as the most significant
height falls are displaced increasingly further north as the parent cyclone moves northeast.
This is apparently one reason for the relative minima in LLJ frequency over the eastern
and central Gulf coast as compared to the western Gulf.

5. Operational implications

While the NGM provides detailed guidance to operational forecasters during the
return flow cycle, its use can be enhanced by noting model biases, model deficiencies,
pattern evolution, and applying conceptual models to forecasts. Comparisons of NGM
forecasts with verifying analyses illustrated model strengths and weaknesses which impact
operational forecast decisions.

Figure 3a shows the LLJ first developing in the Texas Panhandle some 18-36 h
prior to reaching the western Gulf of Mexico. Studies of moisture field evolution have
shown that the LLJ is the primary conveyor belt of water vapor during periods of return
flow (Engel, 1991; Janish and Lyons, 1992). As a result, a dual channel return flow is
set up across Texas. Low-level moisture typically returns along the LLJ axis over central
Texas into west-central Oklahoma near 850 mb first, before the onset of deeper moisture
return is observed region wide. Even if southerly winds are observed along the Texas
coast, it isn’t until the jet reaches the western Gulf that deep moisture return is observed.
Examination of NGM gridded moisture fields (particularly specific humidity) near the LLJ
level (near 850 mb over the central Plains) should aid forecasters in determining whether
or not the model has a good handie on moisture return.

NGM analyses showed that the LLJ typically forms at the top of the boundary
layer near the base of the synoptic scale inversion. Figure 7 shows the analysis and
forecast inversion base using theta-e analysis for T-4. The upward slope with height
inland (NGM analysis) corresponds to the upward sloping character of the LLJ typically
observed during periods of return flow. NGM forecasts of the thermodynamic profile
show a significant discrepancy and does not adequately predict the sloping structure of



the inversion or LLJ. Since forecasts of moisture return during return flow are critical,
isentropic analysis will help depict and track features better than constant pressure field
analysis.

During periods of strong southerly flow, the NGM tends to overdevelop and
displace surface cyclone centers in relation to their analyzed positions. The NGM which
initially is too weak in developing the lee Rocky mountain trough (T-3, Fig. 3)
overdeepens and displaces the cyclone center significantly north of verifying analyses by
T-4 (Fig. 5). As a result, initialization and subsequent LLJ formation including both
magnitude and direction over the southern U.S. are in error. Winds in NGM forecasts
appear representative of actual magnitudes over the central Plains (Figs. 5a, b) however
display a westerly bias and appear to be more strongly geostrophically forced than are the
analyses. The low level pressure gradient developed by the model is clearly stronger in
NGM forecasts than are analyzed. Along the Gulf coast, NGM winds are weaker than
analyzed and also display a westerly bias. The weak/westerly bias of model forecasts
(during T-4) over the western Gulf of Mexico likely impacts moisture return by inhibiting
the advance of rich moist air northward and perhaps by entraining dry air from the
Mexican plateau over south and central Texas compounding the problem. This possibility
has yet to be investigated. Although NGM wind forecasts are generally weaker and more
westerly than observed (especially over Oklahoma and Texas), the timing of return flow
(winds only) is generally good (Fig. 5). Forecasters should note that while timing may
be good, moisture forecasts are usually significantly deficient which will impact many
other parameters.

These biases likely impact the type and distribution of significant weather
associated with developing cyclones during their intensification and movement over the
central Plains. Pattern recognition and incorporation of conceptual models is necessary
to enhance forecasts during these events.

Final upgrades to the NGM physics package were implemented 7 November 1990
and 7 August 1991. These changes included improvements to the soil moisture profile
along coastal zones, enhanced orography, inclusion of stability dependent surface fluxes
over water, enhanced resolution by exapanding the B- and C-grids and eliminating the A-
grid, a fourth order difference scheme to improve the model spatial resolution and the
inclusion of a new regional data assimilation which incorporates a new first guess for the
model (Petersen et al., 1991; DiMego et al., 1992). Model performance following these
changes needs to be examined to determine their influence on the NGM’s ability to



forecast the return flow cycle. Nonetheless, preliminary studies of moisture field
evolution during the spring of 1992 indicate that the impact of model changes was
minimal and that deficiencies found in 1988 persist today. The NGM is now frozen (no
model changes will occur) in order to develop a stable set of model output statistics
(MOS). Thus, the strengths and weaknesses illustrated here will likely persist in future
model runs.
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Fig. 1. Schematic model of synoptic features associated with lee-side Rocky Mountain

cyclogenesis over the south-central United States. Sea level isobars are solid, upper-tropospheric
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is outlined by hatching (from Newton, 1967).
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Fig. 3. Geopotential height and wind composites at 850 mb for NGM analyses and 48
h forecasts at T-3. NGM analysis and 48 h forecast are given in Figs. 3a and 3b respectively.
Cyclone and anticyclone positions are marked with a "C" and an "A" respectively. The 850 mb
trough axis is indicated by the dashed line with the contour interval being 20 gpm, and the
maximum wind vector given in m s at the lower left. Asterisks are given for points of reference.
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Fig. 4. Composite geopotential height tendency between T-2 and T-3 at 850 mb for the
(a) NGM analysis and (b) 48 h forecast. Tendencies are computed for the geopotential height at
T-3 minus the geopotential height at T-2. Charts include the ageostrophic wind field for T-3. The
contour interval is 10 gpm with the maximum ageostrophic wind vector given in m s at lower
left.



~omposite Geopotential Height and Wind Field Analysis
850 mb Level
Valid for Verification Period 4
Height Contours Expressed in Geopotential Meters

Composite Geopotential Height and Wind Field Analysis
850 mb Leval
48 h FX Valid for Verification Period 4
Height Contours Expressed in Geopotential Meters

< S

>~

~
A
A}

L S

TTTTTVVUVVVVRYSS

~

) .
¢ b
11 —“v_(t
,ﬁ'il _____ - , VA d e e e - % o
°, [ t ‘ AR k)
\ PR A - - e el s 4
\““ PR | ‘ NN oo e
. ”"1;&2\:\‘"'@
MOCVELTIM . . [ R -
ljji\:, 3D VR SR WA BRI -

Composite Geopotential Height and Wind Field Analysis
950 mb Level
-~ Valid for Verification Period 4
o Height Contours Expressed in Geopotential Meters

P R R}

.
A A4

'

1
A
\Y

\\\-.._,,(,/r///

— g -
P

/
NroaN\tY 2/

AN '
A NRRA\ \\\- - ’
! ' N W\ ~ .
. PRI ‘ L Y I VIV A v 4
R At A s 20 I P IR ‘e 4 meroim . 9 - -
' 22 UNAD s A =

T T UVUVVVYY S

e S B S S

Composite Geopotential Height and Wind Field Analysis
950 mb Level
48 h FX Valid for Verification Period 4
Height Contours Expressed in Gsopotential Meters

AV - '
. o Za

L A

T T T T !

—
T YT

Fig. 5. Geopotential height and wind composites for NGM analyses and 48 h forecasts
at T4. Figs. 5a and 5b give the analysis and forecast at 850 mb while Figs. 5c and 5d give the
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CHAPTER 1: MARINE OBSERVATIONS
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and
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Fort Worth, TX 76102-6154

Observations, whether taken on land or water, are the basis of
scientific initiation and verification. The science of meteorology is
certainly no exception. However, observations taken and used by the
forecaster in the marine environment are unique when compared to
those over land. It is therefore fitting that we begin this manual
discussing the different types of marine observations.

1.1 NATIONAL DATA BUOY CENTER
1.1.1 introduction

The National Data Buoy Center (NDBC) is a major center of the
National Weather Service headquartered at the Stennis Space Center,
Mississippi. NDBC is responsible for the deployment and
maintenance of moored buoys and some fixed coastal stations, and
for the quality control of data from those sources.

The NDBC station network of December 1991 consists of 115
stations, most of which are located in the oceans and coastal areas
surrounding the continental United States. The network includes 61
moored buoy stations, and 54 fixed stations of the Coastal-Marine
. Automated Network (C-MAN). All stations report hourly via the GOES
system. A fully operational station reports barometric pressure,
wind speed and direction, peak wind, and air temperature. In
addition, all moored buoys and some C-MAN stations report sea
surface temperature and sea state.
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NDBC aiso monitors data from approximately 35 expendable
drifting buoys whose reports are disseminated on an irregular
schedule through NOAA polar-orbiting satellites.

This section presents information on types of buoys, types of
moorings, electronic payloads, measurement methods, sampling
frequencies, averaging periods, communications, data quality
control, and service philosophy of NDBC and provides suggested
references for more information.

1.1.2 Station types

NDBC operates automated monitoring systems aboard moored
buoys, fixed platforms, and drifting buoys. Many of the moored buoys
and most of the C-MAN stations are supported by NWS base funding.
Required locations of the base-funded stations are specified by the
Office of Meteorology, Marine and Applied Services Branch.

In addition, several buoy and C-MAN stations are supported by
non-NWS groups or agencies via reimbursable funds. Such stations
have specific environmental monitoring requirements and should be -
considered temporary. The station is discontinued when data
requirements are satisfied and funding by the funding agency is
withdrawn.  All such stations are identified in the weekly Data
Platform Status Report available through NDBC.

1.1.2.1 Moored buoy hull types

The table below lists some characteristics and sensor height (MSL)
of the different moored buoy hull types.

BUOY HULLS

SENSOR HEIGHT (Relative To Sea Level)

TYPE WINDS PRESSURE AIR TEMP. SEA TEMP.

12M Discus ~10m Oom 10m -im
10M Discus 10m Oom 10m -im

* 6M NOMAD 5m om 5m -im
3M Discus 5m om 4m -.5m

' 2.3M Discus 3m Om 3m -.5m
12M LNB 13.8m Om 11.4m -1.1m




An important feature to note relative to operational forecasting is
the different heights of anemometers aboard different buoy types.
Details on averaging periods are contained in Section 1.1.6.

Moored station locations are shown in Figs. 1.1.2.1-1 and
1.1.2.1-2.- The 12-m (Fig.1.1.2.1-3) buoys are normally reserved for
the harshest environmental areas such as the Bering Sea and the
- North Pacific, while the 10-m buoys are placed in less severe
climates such as the central Gulf of Mexico. The 6¥3 m boat-shaped
NOMAD buoy (Fig. 1.<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>