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Th e publication represents the main results of research and development in 
exploration and utilization of space, performed by leading Ukrainian institutions 
in 2022—2024. Th e collection is the report of Ukraine to COSPAR prepared by the 
decision of the Ukrainian National Committee of COSPAR and the Space Research 
Council of National Academy of Sciences. Th e publication covers the period 2021—2023 
and follows a structure similar to those of previous periods. At the same time, behind 
the presented scientifi c reviews of this collection there is an unprecedented situation 
of wartime and critical conditions in which Ukrainian scientists worked. Among the 
authors of the articles are scientists from Kharkov, Odessa, Lviv, Dnipro, Kyiv, Poltava 
and our foreign colleagues. All the mentioned Ukrainian scientifi c centers were targets 
of Russian shelling, and many of our colleagues suff ered or died as a result of aggression. 

Reading the reports of Kharkiv scientists, it should be imagined demolishing the 
buildings of one of the best universities of Ukraine; It is also worth imagining how 
Kharkiv astronomers are restoring their observatory, which was under the temporary 
occupation of russian invaders and was used as a barracks. Our main space industrial 
center in the city of Dnipro works both for defense and in the interests of science, 
despite the numerous shelling of кussian aggressors.

A signifi cant part of the review articles focused on space information technology and 
the use of Earth observation satellite data. Th e focus of the Ukrainian scientists was on 
the study of the consequences of the hostilities, the contamination of the land and sea 
surface, the degradation of the land cover, the assessment of damage and the economic 
consequences of the Russian aggression. Particular attention was paid to the impact of 
the destruction of the Kakhov hydroelectric plant in southern part of Ukraine.

One of the sections of the collection dedicate to the fundamental and applied 
research of near-Earth space, specifi cally to the features of acoustic-gravity waves in 
the Earth’s atmosphere, studies of physical processes in the ionosphere over Ukraine, 
physical eff ects in the atmosphere and geospace environment. Scientifi c basis for 
advanced energy emissions monitoring satellite project developed in work on the 
eff ect of power lines electromagnetic emission to the space.

Space astronomy and astrophysics section includes review of large international team 
dedicated to achievements in the development of low-frequency broadband antennas for 
receiving the radiation of space objects at extremely low frequencies and testing of their 
prototypes in real conditions, determining the parameters of the ionized gas inside and 
outside the supernova remnant Cassiopeia A. Authors used the low-frequency antenna 
arrays of the GURT, NenuFAR and URAN-2 radio telescopes as interferometers in the 
ultra-wide frequency band, and present the study of the properties of solar bursts due 
to their simultaneous observations by ground-based radio telescopes and the Parker 
Solar Probe (PSP) spacecraft  at perihelion, the analysis of ionospheric eff ects on the 
results of radio observations at very low frequencies; preparation and creation of low-
frequency radio-astronomical elements, which are proposed to be placed on the far 
side of the Moon for the study of cosmic objects in the Universe. 

Ukrainian Space biologists continue intensive research for future manned missions. 
In the collection three directions of research are presented. Th e fi rst deals with role 
of plant cell signaling systems in adaptation to microgravity. Another article descried 
the stage of research dedicated to neurotoxicity risk assessment of planetary dust. 
Advanced life support systems might be interested in results of the research of the 
ways preventing human health disorders associated with spacefl ight. 

Th e section of Space Technologies and Materials Sciences as well oriented on future space 
missions. Th e review of our main space center — Yuzhnoye State Design Offi  ce — dedicated 
to research activities on Moon exploration. Developments of modern tools for welding in 
space (including Moon) and some other technologies presents Paton Electric Welding 
Institute. Teams of engineers and scientists propose conceptual designs for advanced orbital 
platforms and systems that are expected to be the focus of future space projects.

Ukrainian space science was going through a diffi  cult period of war, extremely 
limited funding and brain drain. But it is also a time for the adoption of new conceptual 
approaches, a new model for space activities. One of the most important tools for 
establishing a new quality of Ukrainian space research is the decisive strengthening of 
international cooperation. Participation in COSPAR is an important part of this eff ort.

FOREWORD
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RADIO ASTRONOMY: 

TECHNOLOGY AND ASTROPHYSICS
A. Stanislavsky 1, A. Konovalenko 1, V. Zakharenko 1, 2, I. Bubnov 1, P. Tokarsky 1, 
S. Yerin 1, 2, L. Stanislavsky 1, P. Zarka 3, 4, C. Viou 4, A. Loh 3, 4, N. Kalinichenko 1, 

A. Brazhenko 5, R. Vashchishin 5, A. Frantsuzenko 5
1 Institute of Radio Astronomy of the NAS of Ukraine

2 V.N. Karazin Kharkiv National University
3 LESIA, Observatoire de Paris, CNRS, Université PSL, Sorbonne Université, Université Paris Cité, CNRS

4 Observatoire Radioastronomique de Nançay (ORN), Obs. Paris, CNRS
5 Poltava Gravimetrical Observatory of Institute of Geophysics of the NAS of Ukraine

Space Astronomy and Astrophysics

Introducon
Achievements in the development of low-frequency 

radio astronomy depend heavily on the investigation and 
application of new advances in antenna technology, analog 
and digital electronics, computer systems and technologies 
[1]. Together, their application creates new and, not by 
chance, unique opportunities in the study of very complex 
astrophysical processes occurring in cosmic space, which 
were previously diffi  cult to investigate due to the insuffi  cient 
capabilities of previous technical means. Th is important 
headway makes it possible to signifi cantly enrich knowledge 
about the Universe with new results of fundamental 
importance. It should be noted that in the decameter and 
meter ranges of radio waves (frequencies 3—30 MHz and 
30—300 MHz, respectively), the Universe looks completely 
diff erent from the way mankind has seen it in optics, and 
then also in high-frequency radio astronomy. And it is 
clear what the reason is. In the low-frequency radiation 
of the Universe, many types of so-called non-thermal 
sources of radio emission are dominant, while in optics 
the main mechanism of radiation is thermal. Th e study of 
such unusual, and in some ways even exotic, astrophysical 
objects and phenomena with non-thermal radiation require 
ultra-broadband, very stable, fl exible in applications radio 
astronomical elements and instruments for experiments, 
and this is almost impossible without the use of the latest 
technologies, implementations and observation methods.

In this report we present recent development of low-
frequency broadband antennas for receiving the radiation 
of space objects at extremely low frequencies and testing 
of their prototypes in real conditions, determining the 
parameters of the ionized gas inside and outside the 
supernova remnant Cassiopeia A using the low-frequency 
antenna arrays of the GURT, NenuFAR and URAN-2 
radio telescopes as interferometers in the ultra-wide fre-
quency band (8—80  MHz), the study of the properties 
of solar bursts due to their simultaneous observations by 

ground-based radio telescopes and the Parker Solar Probe 
(PSP) spacecraft  at perihelion, the analysis of ionospheric 
eff ects on the results of radio observations at very low 
frequencies; preparation and creation of low-frequency 
radio-astronomical elements, which are proposed to be 
placed on the far side of the Moon for the study of cosmic 
objects in the Universe.

Potential of new technologies and equipment 
in ground-based observations

Th e antenna systems of modern radio telescopes 
are excellent examples of the quality and effi  ciency of a 
superb scientifi c installation. Such gigantic and expensive 
structures are not an end in themselves for work of radio 
astronomers. Th e main goal here has always been and 
is signifi cant discoveries for understanding the nature 
of space [2]. Th anks to these devices, it is possible to 
establish the characteristic properties of cosmic objects at 
great distances with high spatial resolution. Cutting-edge 
research conducted at the Institute of Radio Astronomy 
of the National Academy of Sciences of Ukraine in the 
early 2000s showed the undeniable advantages of small-
sized active dipoles and antenna arrays made from them 
for use in low-frequency radio astronomy. Based on these 
works, a number of criteria for fi nding the eff ectiveness 
of such dipoles in radio observations were proposed. 
Many years of experience in operating active dipoles with 
the GURT ground-based radio telescope confi rmed their 
reliability and scientifi c performance. Such dipoles, having 
small dimensions, provide optimal «radio astronomical 
sensitivity», which is determined, fi rst of all, by the negligible 
contribution of the amplifi er temperature to the noise 
temperature of the active dipole. In the case of a no-noise 
amplifi er, the noise temperature of the active dipole is equal 
to the antenna temperature obtained from the reception 
of radio emission from the Galaxy (so-called Galactic 
background). 
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telescope in the frequency range of 8—80 MHz. In the studies, 
special attention was paid to its sensitivity, which was defi ned 
in the generally accepted terms of the system equivalent fl ux 
density (SEFD). Th is value indicates the effi  ciency of the 
antenna for radio astronomy observations without taking 
into account the frequency and time signal accumulation in 
the receiver used. A lot of eff ort was also spent on evaluating 
the external infl uence on the characteristics of the GURT 
array and its elements, in particular, the infl uence of seasonal 
variations of soil parameters that occur due to cyclical 
changes in weather conditions. Based on the research, re-
com mendations were made regarding their consideration 
during radio astronomical observations.

  Th e simulation results were verifi ed by measurements 
of real active antennas of various confi gurations and 
showed a complete coincidence of their properties with 
the results of calculations using the proposed models 
[5]. For this stage, the device «Oglyad-103» was used, 
which allowed us to accurately measure the frequency 
dependence of both impedance and effi  ciency of the 
dipole, as well as for diff erent heights of its location above 

Active Antenna Models and their verifi cation
Th e theory of an active receiving antenna for appli-

cations in radio astronomical observations and the method 
of determining its parameters were developed in detail in 
papers [3—8]. Such an active antenna has a cross-shaped 
design consisting of two identical mutually orthogonal 
symmetric dipoles of a complex shape fi xed on a common 
holder. Identical low-noise amplifi ers (LNA) are connected 
to the terminals of the dipoles, from the outputs of which 
the received signals carried by electromagnetic waves of 
two mutually orthogonal linear polarizations are recorded. 
Th e same design of dipoles is currently used in the GURT 
antenna array. Th us, the functional scheme of the active 
antenna consists of a dipole and a LNA, which can be 
represented by a linear 2-port network. Th e electrical 
parameters of the LNA are given by the scattering matrix, 
and the noise parameters are given by the covariance 
matrix of the spectral densities of the noise waves. To 
fi nd the sensitivity of the active antenna, the total (or 
system) noise temperature at its output is calculated. It is 
determined by the sum of the external and internal noise 
temperatures, respectively, at the output of the active 
antenna. In this case, the external noise temperature is 
determined by the reception of Galactic and extragalactic 
radiation by the antenna, which is characterized by the 
brightness temperature of the sky. Th e sources of the own 
noise temperature at the output of the active antenna are 
heat losses in the dipole material and the underlying soil, as 
well as electronic noise of the LNA. Th e value of Sky Noise 
Dominance (SND) describes the excess of the external 
temperature over the internal and characterizes the quality 
of the active antenna. Th e larger it is, the weaker signals 
such an antenna can receive. Th is is very important for 
successful low-frequency observations in radio astronomy.

  As a result, a suitable numerical model of this antenna 
has been suggested, which made it possible to calculate its 
impedance and energy parameters, as well as directivity 
characteristics [6—8]. In this way the soft ware program 
known as NEC-4 was used for wire antenna calculations. 
Unlike similar ones, this soft ware product correctly 
fi nds the parameters of antennas that are close to the soil 
surface and even cross it. Based on the simulation results, 
the impedance, the effi  ciency and the eff ective area of the 
antenna under study were calculated in a wide frequency 
range, from 4 MHz to 80 MHz. Since the radio astronomy 
antenna has to receive wideband signals, it is desirable to 
have a fairly fl at amplitude-frequency characteristic over the 
entire range of its usage. Th is is achieved through LNAs. In 
addition to the appropriate amplifi cation of received signals 
in the entire frequency range of the antenna, this device 
gives the matching of the dipole with the complex resistance 
of the cable through which these signals are sent to the 
receiver. Using this antenna model, the electrical and noise 
parameters of the active antenna array that is built from such 
antennas were calculated. Th e analysis includes also fi nding 
its directional patterns of the subarray of the GURT radio 

Fig. 1. Active antenna for radio observations at 4—70 MHz. It is 
cross-shaped and consists of two identical mutually orthogonal 
symmetric dipoles of a complex shape, mounted on a common 

holder. Th e active antenna has also two identical LNAs, each 
of which is connected to the terminals of the corresponding 

dipole, from the outputs of which received signals transmitted 
by electromagnetic waves of two mutually orthogonal linear 
polarizations are recorded. Such a dipole is identical in shape 

to any GURT dipole, but all its dimensions have been increased
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the soil surface. Th e tests of active dipoles were conducted 
at diff erent times of the year from 2019 to 2021 on the 
territory of the Radio Astronomical Observatory named 
aft er S.Ya. Braude, which is located 80 km from the city 
of Kharkiv (Fig. 1). Th ese measurements have shown that 
the excess is more than 6 dB in the specifi ed frequency 
range. In other words, the contribution of the amplifi er 
temperature to the noise temperature of the active dipole 
is no more than 25% [2]. Such a summary turns out to be 
quite suffi  cient for the successful use of such antennas in 
low-frequency radio astronomy. 

At the next stage, the created technologies of active 
antennas and elements were applied to radio astronomical 
observations in order to check their full eff ectiveness 
for real astrophysical research. For this purpose, several 
essentially diff erent observations were conducted [9—16].

Ground-based support of PSP mission
Th e Sun is one of the most intense natural sources of 

radio waves in our solar system. During solar activity, its 
character has a wide variety. Solar radio emission is studied 
in radio astronomy from kHz to GHz by various means 
both on Earth and in space. Th e antennas we produced 
made it possible to conduct broadband observations of 
the Sun at low frequencies, starting from the ionospheric 
cutoff  frequency up to 80 MHz with record sensitivity 
and high frequency-time resolution [10, 11]. It should be 
noted that at frequencies below 20 MHz there are no radio 
telescopes in the world that could match the capabilities 
of the GURT. Th is result was achieved in large part due to 
our contribution to the development of antenna technique 
and its application. One of signifi cant achievements was 
the radio observation of the Sun on June 5, 2020 in the 

Fig. 2. Solar Type U+III bursts from radio observations on June 5, 2020 with diff erent records: (a) GURT; (b) Parker Solar Probe, where 
the top picture was obtained with the high frequency receiver, whereas the bottom picture manifests the low frequency receiver spectrum
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frequency band from 6 MHz to 66 MHz. Th e solar activity 
was caused by NOAA’s bipolar active region AR12765. 
Bipolar magnetic fi elds on the Sun are interesting primarily 
because they are responsible for U-shaped solar radio bursts, 
which arise as a result of the movement of electron beams in 
the solar plasma along magnetic fi eld lines. Th e U-shaped 
nature of the spectrum of radio bursts indicates the fact that 
at the beginning the electron beam moves from the Sun to the 
Earth (the plasma frequency decreases), and then the bipolar 
magnetic fi eld of the active region on the Sun returns it back 
to the Sun (the plasma frequency increases). We managed 
to successfully receive such a burst on June 5, 2020, using 
a prototype of the ultra-low-frequency radio astronomical 
antenna element (Fig. 1) planned for the use for the antenna 
array in a future lunar radio observatory, as well as with the 
help of the GURT subarray [12]. On the other hand, this burst 
was also observed by NASA’s newest PSP spacecraft , which 
was launched on August 12, 2018. Its goal is to fl y closer to 
the Sun than any previous spacecraft . Th e ground support 
of this spacecraft  is very important for the interpretation 
of the radio observations carried out on board. On June 5, 
2020, the space vehicle was at perihelion with respect to the 
Sun. Th is gave us the opportunity to conduct joint ground-
space studies of solar radiation from kHz to 80 MHz [13]. It 
should be pointed out that this case is not the fi rst example 
of successful ground support of spacecraft , including PSP, in 
our research. Th e absence of sunspots from the PSP’s side 
contributed to the propagation of radio waves from the dense 
loop of the Sun in the NOAA sunspot AR12765 to regions 
with low density, through which the radio instruments of 
this spacecraft  detected the radiation of behind-limb sources 
of solar bursts in the frequency range from 19.2 MHz and 
below. Th e radio spectra obtained by the GURT and the 
PSP are drawn in Fig. 2. Th is important result is diffi  cult 
to imagine without observations from ground-based radio 
astronomy instruments, which were created thanks to our 
substantial contribution [14].

Radio observations of ionospheric cutoff 
In order to check the quality of the prototype of the 

ultra-low-frequency radio astronomical antenna element 
for a future lunar radio observatory (Fig. 1), we performed 
a special study of solar Type III bursts on May 22, 2021 
near the ionospheric cutoff  together with the simultaneous 
use of our modern HF equipment of coherent sounding 
of the ionosphere, which is located near the town of 
Zmiiv (Kharkiv region) [10]. In this case, the critical 
frequencies F2 of the ionosphere layer were measured by 
two independent methods, active with the help of this 
ionosonde and passive, by receiving solar bursts up to their 
ionosphere cutoff  frequency. On that day, a moderate storm 
of solar Type III bursts with varying intensity was observed. 
Our radio astronomy observations were conducted from 
09:20 to 17:00 UT, and the ionosonde soundings lasted 
from 07:00 to 17:00 UT. Eleven powerful solar bursts were 
selected during the day of radio observations. Since the 

Sun was moving across the sky over time, the position 
of sources of solar radio bursts had a diff erent angle of 
inclination to the zenith, which was taken into account. On 
the other hand, due to the ionospheric cutoff , the bursts 
had frequency cutoff  on the dynamic spectrum of their 
recordings. Th us, it was possible to establish the critical 
frequencies of the F2 ionospheric layer during May 22, 
2021, from radio astronomical records. Th eir values have 
shown a good agreement with the ionosonde data [11], 
as well as the good quality of the antenna prototype itself. 
With this experiment, we proved that the produced antenna 
can be used as an additional device in ultra-low-frequency 
observations together with the GURT subarray. It can 
receive radio emissions from space at lower frequencies 
than those available for the GURT. Th is provides useful 
information in the support of cosmic missions.

Free-free absorption of radio emission from 
Cassiopeia A and its properties

In addition to researching the Sun and ionosphere 
properties, we also applied our technical and methodological 
developments to the observations of more distant space 
objects. One of the intense radio sources in our galaxy at 
decameter waves is the supernova remnant Cassiopeia A, 
which is located at a distance of 11000 light years from the 
Earth. Th e low-frequency observations used a two-element 
correlation interferometer built from two subarrays of the 
GURT radio telescope, which received radio emission from 
Cassiopeia A and Cygnus A one aft er another in each session 
in 2019. Observations lasted four months. In this case, the 
radio galaxy Cygnus A served as the calibration source. 
Th e interferometric responses from both radio sources are 
presented in Fig. 3. We fi rst have studied the integral spect-
rum of this source in the frequency range of 12—78 MHz 
with a step of 1 MHz [26]. Th anks to the long-term observa-
tions, it was established that in the epoch of 2019, the 
peak of the radio fl ux density spectrum of Cassiopeia A is 
31743 ± 1894 Jy at a frequency of 22 ± 0.5 MHz. Next, a 
model was built that takes into account the infl uence of 
thermal absorption of the synchrotron radiation source 
of this remnant due to the ionized gas inside and outside 
Cassiopeia A. If this model is fi tted with the spectrum of 
observations of the radio source, then the model parameters 
show the properties of the absorbing regions of the remnant. 
Th ese quantities include the emission measure, the electron 
temperature, and an average number of ion charges. Based on 
the results of this analysis, inside Cassiopeia A, the emission 
measure is 37.36  parsec  cm–6, the temperature is 100 K, 
and the average number of ion charges is about 2.55, which 
is in good agreement with the results of studies performed 
in other frequency ranges. In addition, we managed to fi nd 
the density and mass of the inner region (unshocked ejecta) 
of Cassiopeia A, which have values of 15.3 cm–3 and 2.61 ± 
± 0.31 M☉ (the mass of the Sun), respectively, which are 
also consistent with known research results for Cassio-
peia A obtained by other technical means.
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Th e experience of improving active receiving antennas 
for radio astronomy, made by us, turned out to be useful 
not only for Ukrainian radio astronomy, but it was also 
applied by our French colleagues during the construction 
of the NenuFAR low-frequency radio telescope in Nançay 
[7]. Following the examples of the Ukrainian technology 
development, French radio astronomers used active 
antennas of a similar type with analog control of targeting 
sources of cosmic radio emission within the framework of 
individual phased mini-arrays. Th is made it possible to use 
this radio astronomical system eff ectively and fully adaptable 
for observations in the frequency range 20—80 MHz. Now 
we are actively participating in observations at this radio 
telescope. An excellent example of this collaboration is 
the observation of the pulsar PSR B0950  +  08 [9]. Th is 
interesting object is characterized by high variability. 
Such observations were made simultaneously on two 
radio telescopes, NenuFAR (55 MHz) and the Westerbork 

Synthesis Radio Telescope (1.4  GHz). Th is work shows 
that the variability of the pulsar is probably related to 
the change in time of the properties of the interstellar 
medium along the line of sight to this pulsar, namely due 
to the fl uctuating size of the decorrelation bandwidth of 
diff ractive scintillation, which makes an important cont-
ribution to the observed variability of each pulse.

Multi-antenna probing with the radio telescopes 
URAN-2 and NenuFAR

Th e Russian invasion and occupation in February 
2022 caused enormous damage to the GURT and UTR-2 
radio telescopes. Th ey were disabled. New observations of 
Cassiopeia A at 8—66 MHz have been fulfi lled with other 
radio telescopes such as NenuFAR in France and URAN-2 
in Ukraine [16]. From their sub-arrays we implemented 
a two-element correlation interferometer for each radio 
telescope. Th eir interferometric responses are shown 

Fig. 3. Dynamic cross-spectra of the interferometric response of Cyg A (a) and Cas A (b) from observations by two GURT 
subarrays on August 17, 2019
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in Fig. 4 and Fig. 5, respectively. Because of intensive 
radio frequency interference (RFI) the NenuFAR records 
were not available below 21  MHz. Th erefore, we used 
radio observations with the URAN-2 at 8—40 MHz and 
concatenated two data parts: from 8MHz to 21 MHz, using 
the radio records of URAN-2; and the frequency range of 
21—66 MHz obtained with NenuFAR. Th e observations 
were carried out in the summer of 2023. In this epoch 
the spectral peak of Cassiopeia A had the fl ux density 
of radio emission 29  880  ±  2980 Jy at 21.5  ±  0.2MHz. 
Th e most parameters of absorbing regions inside and 
outside Cassiopeia A were close ones resulted from the 
observations of 2019 with the GURT [15]. Nevertheless, 
we have established that the spectral peak moves in the 
direction of lower frequencies over time. Such changes 
can be connected with the evolution of emission measure 
outside Cassiopeia A and indicate the interaction between 
the supernova remnant and its environment. Th is impor-
tant result was obtained for the fi rst time.

Conclusion remarks
Despite the diffi  cult times and the devastating conse-

quences of Russian aggression for Ukrainian radio astro-
nomy, as well as diffi  cult working conditions, we continued 
our scientifi c research in low-frequency radio astronomy. 
Th anks to hard work, we managed not only to obtain new 
experimental results from pre-war observations, but also 

to restore the damaged GURT radio telescope for further 
observations. Already on October 12, 2023, we conducted 
the fi rst observations on the fi rst restored section of the 
GURT radio telescope. Field works on restoration began 
aft er August 23, when a solar power plant was installed 
at the Radio Astronomical Observatory named aft er 
S.Ya. Braude. Already on September 7, the voltage from 
it was supplied to the infrastructure of GURT. Due to the 
fi ghting in the nearby territory, the antenna system of 
the GURT sections suff ered the most; more than 50% of 
their technical devices were damaged. Th e fi rst subarray 
resumed operation on September 28, 2023. Currently, 
the next section of the GURT was also restored. We are 
conducting measurements from the Sun and Cassiopeia A 
with the GURT, NenuFAR and URAN-2 radio telescopes. 
Th ey will also perform the ground-based support of cosmic 
missions again. 
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FEATURES OF ACOUSTIC-GRAVITY WAVES 
IN THE EARTH’S ATMOSPHERE 

O. Cheremnykh, A. Fedorenko, D. Vlasov, V. Lashkin, E. Kryuchkov, 
Yu. Klymenko, I. Zhuk, S. Cheremnykh

Space Research Institute of the NAS of Ukraine and the State Space Agency of Ukraine

Near Earth Space Research

Th e results of the research of acoustic-gravity waves 
(AGWs) in the Earth’s atmosphere, obtained by the 
researchers of the Space Research Institute of NAS of 
Ukraine and SSA of Ukraine during 2021—2023 years, are 
presented. Th e work was carried out mainly in the following 
directions: 1) development of theoretical models of AGW 
taking into account the properties of the real atmosphere, 
including vertical non-isothermality, eff ects of dissipation 
as well as atmospheric rotation; 2)  search and study of 
new types of wave disturbances in the atmosphere; 3) data 
analysis of satellite measurements of wave atmospheric 
disturbances; 4) verifi cation of theoretical models based on 
measurements from space vehicles.

Among diff erent types of wave disturbances, that can 
occur in the Earth’s atmosphere under the infl uence of 
various energy sources, the acoustic-gravity waves are of 
particular interest. Th is interest is due to the important 
contribution that these waves occur to the dynamics and 
energetics of planetary atmospheres, providing an eff ective 
redistribution of the energy of local disturbances on a global 
scale. Th e waves of this type can be generated by various 
natural and anthropogenic sources located at diff erent 
heights of the atmosphere. AGWs are associated with 
infl uences “from above” if their sources are in the upper 
atmosphere. For example, it can be precipitation of charged 
particles in high latitudes, ionospheric currents, motion of 
the solar terminator [1—3]. Infl uences on the atmosphere 
and ionosphere “from below” are realized by using AGW 
caused by a surface or lithospheric sources [4, 5].

Th e linear theory of AGW allows the existence of a 
continuous spectrum of freely propagating waves in the 
atmosphere, consisting of acoustic and gravitational regions, 
as well as horizontally propagating evanescent wave modes 
[6, 7]. Th e evanescent waves can be generated in those 
regions of the atmosphere where there are signifi cant 
vertical temperature gradients [7].

Seasonal features of global distribution 
of acoustic-gravity waves in the Earth’s thermosphere

According to data of satellite measurements, the spatial 
distribution of AGW in the Earth’s thermosphere was 
studied in [8]. It was found that large-amplitude AGWs 
in the polar regions of both Earth’s hemispheres are 
systematically observed. Based on the analysis of the 

measurements on the Dynamics Explorer 2  satellite, a 
connection between the spatial distribution of AGWs 
and the auroral oval was revealed. Seasonal regularities of 
the distribution of the wave fi eld over the Antarctic and 
the Arctic have been established on the basis of a lot of 
experimental data. It was shown that during the night in 
the summer months, the extent of the disturbed areas was 
signifi cantly greater than in the winter. In particular, at 
night over the Antarctic in December-February and over 
the Arctic in June-August, the disturbed AGW region can 
extend even to low geomagnetic latitudes [8]. In the winter 
months, the activity of polar AGWs is mainly limited to 
the high geomagnetic latitudes. In spring and autumn, the 
localization of wave activity boundaries becomes more 
unclear in geomagnetic latitude. A comparative analysis 
of the features of AGW in the polar thermosphere of both 
hemispheres was carried out for polar day and polar night 
conditions in [8].

Th e features of the spatial distribution of AGW for 
the southern and the northern hemispheres of the Earth 
are presented in Fig. 1 for diff erent seasons and levels of 
geomagnetic activity. In geomagnetic coordinates (invariant 
latitude and magnetic local time), the boundaries are shown 
when the amplitude of polar AGWs is approximately equal 
to the background level. Th ese borders show a pronounced 
spatial connection with the auroral oval in the daytime 
sector, actually fi lling the oval from the inside. However, 
in the night sector, the area of increased wave activity can 
extend even to 10—20 geomagnetic latitude. Seasonal 
features of the distribution of AGW for the northern 
hemisphere are shown in Fig. 2. It can be seen, that if the 
polar cap is illuminated by the Sun, the wave activity can 
extend far beyond the auroral oval, sometimes reaching 
low geomagnetic latitudes.

Th e southern hemisphere is characterized by a pattern of 
distribution of wave activity that is generally symmetrical 
to the northern hemisphere, but there are some peculiarities 
[8]. Th e obtained results regarding the spatial distribution 
of AGW indicate the connection of these waves with 
wind circulation in the polar thermosphere. It has been 
suggested that the observed seasonal features of the AGW 
distribution are related precisely to rearrangement of 
the polar wind circulation when the Sun’s illumination 
changes. 
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Evanescent wave modes in isothermal atmosphere
Unlike freely propagating AGWs, evanescent waves 

propagate only horizontally [9—11]. In the vertical direction, 
the energy density of such waves should decrease up and 
down from the propagation level. In the Sun’s atmosphere, 
favorable conditions for the realization of evanescent modes 
occur at the boundary between the photosphere and the 
convective zone, as well as between the chromosphere and 
the corona [9, 11]. Th e most famous evanescent waves are 
the horizontal Lamb wave and the vertical Brunt — Väisälä 
oscillations [10]. In hydrodynamics and the physics of the 
atmosphere and the Sun, the f-mode is also well known 
[10]. Experimental observations of the f-mode on the Sun 
are used to diagnose the peculiarities of the structure and 
the dynamics of the Sun [11]. In the Earth’s atmosphere, 

the evanescent waves are observed near the mesopause 
heights [12].

Th e new types of the evanescent modes (-mode and 
the family of previously known pseudo-modes) were 
discovered in the frames of our research. It is shown that 
each evanescent mode can be matched with a pseudo-
mode, which coincides with the direct mode in terms 
of dispersion, but diff ers in polarization and amplitude 
dependence on the height [13]. Th e discovery of the 
-mode made it possible to combine the known evanescent 
acoustic-gravity modes into a system of the main evanescent 
modes of the isothermal atmosphere. Th e location of the 
dispersion curves of the main evanescent modes of the 
atmosphere on the frequency-horizontal wave vector (kx) 
spectral plane is shown in Fig.  3 [10, 13]. Th e shaded 

Fig. 1. Distribution of activity of polar AGWs for northern (a) and southern (b) hemispheres in geomagnetic coordinates [8]

Fig. 2. Distribution of AGW in polar regions depending on conditions of illumination by the Sun in northern hemisphere: 
a — spring-summer-autumn; b — autumn-winter-spring [8]
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curves indicate the gravitational and the acoustic regions 
of freely propagating AGWs. Th e dispersion dependence 
 = kxg ( – 1), which corresponds to - and p-modes, 
closes with the gravitational region of freely propagating 
AGWs at the same value kx = 1/2H (H is the atmosphere 
scale height), at which the curve  = kx g (dispersion of 
f- and fp-modes) closes with the acoustic region (Fig. 3).

Waves at the boundary of two isothermal media
Th e peculiarities of the propagation of evanescent 

acoustic-gravity waves at the boundary of two isothermal 
half-spaces with diff erent temperatures have been studied 
in [14]. In the model of an infi nite isothermal atmosphere, 
it is not possible to ensure simultaneous upward and 
downward energy decay for horizontally propagating 
waves from the level of propagation. Th e simplest 

model of the atmosphere, where such a condition can 
be fulfi lled, is two isothermal half-spaces with diff erent 
temperatures. Taking into account the boundary conditions 
simultaneously with the condition of decreasing wave 
energy density up and down from the interface of the 
media leads to the dispersion dependences shown in Fig. 4. 
Here T1 and T2 is the temperature in the lower and upper 
half-space, respectively. A notable feature of the dispersion 
curves in Fig. 4 are cut-off s, the location of which coincides 
with the boundaries of the regions of free propagation of 
waves on the spectral plane kx). Th e reason for these cut-
off s is due to the fact that the temperatures of the media 
are diff erent in the lower and upper half-spaces, and, 
therefore, the evanescent regions in the two half-spaces do 
not coincide. Th e waves at the boundary exist only in the 
region of overlap of these two evanescent regions, so the 
spectral diagram shows cut-off s of the dispersion curves.

At large values of the parameter d  =  T2 /T1 and at 
kxH1  > 0.5, the dispersion dependence is approached to 
the pure f-mode dispersion   =  kx g (thin solid curve). 
At large d and small kx values, the dispersion dependences
kx) are close to the linear, which is the characteristic 
of acoustic type waves. When d > 4, the spectrum of the 
evanescent waves at the boundary of the medium splits 
into two branches, separated by the discontinuity region. 
In the discontinuity region, the waves satisfy the boundary 
condition, but they cannot simultaneously decrease in 
energy up and down [14].

Continuous spectrum of evanescent 
acoustic-gravity waves in atmosphere

A new mathematical method has been developed in 
[15] for the study of evanescent acoustic-gravity waves 
in the atmosphere of the Earth and the Sun. Using this 
method, it is shown that the spectrum of evanescent 
AGWs in an isothermal atmosphere consists of infi nite 
number of modes that fi ll the entire area, forbidden for 
free propagation of waves on the frequency-horizontal 
wave vector diagnostic diagram. Th ese solutions were 
found by imposing the additional spatial relationship on 
the components of the perturbed velocity vector of the 
elementary volume of the medium. Based on the analysis 
of the system of the hydrodynamic equations, it is shown 
that it is appropriate to use characteristic parameter  to 
describe the evanescent spectrum [15]. At diff erent fi xed 
real values of parameter , “forbidden” for free propagation, 
the region is fi lled with curves, is shown in Fig. 5.

Evanescent wave modes in non-isothermal 
atmosphere

Th e possibility of the existence of evanescent modes in a 
non-isothermal atmosphere with a continuous altitudinal 
temperature profi le was investigated in [16]. It is shown 
that two evanescent wave modes can be realized in a non-
isothermal atmosphere: the f-mode with a dispersion that 
coincides with the isothermal case, and the -mode with 

Fig. 3. Dispersion dependences of main evanescent wave modes 
of isothermal atmosphere: xk g  and   ( 1)xk g  (upper 
and lower solid curves, respectively),   = N (horizontal line), 
 = kxcs (sloping line) [10, 13]. Here Н is atmosphere scale height, 

N is Brunt — Väisälä frequency (BV) and cs is speed of sound

Fig. 4. Dispersion dependences kx) for waves at boundary of 
two isothermal media at diff erent values of parameter d = T2 /T1. 
Here, H1 and N1 are atmosphere scale height and BV frequency 

in lower half-space with temperature T1



17

a dispersion, modifi ed by the height dependence of the 
temperature. Th e condition of the simultaneous decrease 
of the energy density in the upward and the downward 
direction is fulfi lled for the f-mode at the heights of local 
temperature minima. At the same time, the characteristic 
wavelength of the f-mode is x = 4H0, where H0 is the 
atmosphere scale height in the minimum temperature. 
Th ese disturbances can be observed, for example, at the 
heights of the Earth’s mesopause with characteristic lengths 
x  75  km and period Tf  235  c. A  similar energetic 
condition for the existence of -modes is satisfi ed at the 
heights of local temperature maxima. Accordingly, altitude 
intervals favorable for the existence of these modes can be 
identifi ed in the atmosphere, as shown in Fig. 6.

Acoustic-gravity waves in quasi-isothermal 
atmosphere with random vertical temperature profi le

In the real atmosphere, the temperature profi le is 
very complex and time-varying function of the vertical 
coordinate and, generally speaking, cannot be reduced 
to any deterministic form. In addition, the altitudinal 
temperature profi le signifi cantly depends on latitude, time 
of day, solar and geomagnetic activity, etc. Nevertheless, 
above ~200 km, the atmosphere can be considered quasi-
isothermal, and the model of a quasi-isothermal atmosphere 
can be used to describe the wave disturbances. 

We focused on the study of AGW within the framework 
of a model of a quasi-isothermal atmosphere with a noise 
disturbance of the vertical temperature profi le. A stochastic 
equation in the Bourret approximation was obtained to 
describe the AGW. It was shown that in this equation, 
the poles of the average Green’s function determine 
the generalized dispersion relation of the AGW. Two 
separate cases are considered: random inhomogeneities 
in the form of white noise (δ-correlated in space) and the 
opposite case of a δ-like noise spectrum. For both cases, 
the instability of acoustic-gravity waves was detected and 
the corresponding increments of instability were determi-
ned [17].

Propagation of AGW in spatially inhomogeneous 
atmospheric fl ows

Th e presence of spatially inhomogeneous wind fl ows in 
an atmosphere leads to modifi cation of AGW pro per ties. As 
a result of the interaction of waves with non-homogeneous 
fl ows, it is possible to change their spectrum, the appea-
rance of prevailing propagation azimuths, selective 
amplifi cation or attenuation of the amplitudes of various 
spectral harmonics. In [18, 19], we investigated the features 
of the propagation of AGW in a spatially inhomogeneous 
wind fl ow under the assumption that fl ow speed slowly 
changes in the horizontal direction. Th e system of 
hydrodynamic equations was used for the analysis, which 
takes into account the wind fl ow with horizontal spatial 
heterogeneity. Th e analytical expression was obtained 
that describes the changes in the amplitude of waves in a 

medium moving at a non-uniform speed. Th e amplitude 
change in the accompanying and headwind is shown in 
Figs. 7, a, 7, b for three values of fi xed frequencies and the 
initial value of the wavelength xo. Th e initial wavelengths 
are chosen as follows: for a fair wind xo  = 230  km 
(increases with increasing wind speed), for a headwind 
xo = 1500 km (decreases with increasing wind speed). It 
can be seen that the dependence of the amplitude on the 
speed of the oncoming wind is weakly dependent on the 
initial frequency (Fig.  7,  a). In the accompanying wind, 
which is increasing in magnitude, the AGW rapidly fades 
(Fig. 7, b).

Analysis of measurements on the Dynamics Explorer 2 
satellite indicates a close connection between atmospheric 
wave disturbances in the polar thermosphere and the wind 
circulation. According to satellite data, large-amplitude 

Fig. 5. Dispersion dependences of evanescent waves at diff erent 
values of parameter  > 0 [15]. Here ˆ

x xk k H ,   ˆ ,a  
where a is acoustic cutoff  frequency

Fig. 6. Altitude dependence dH / dz and hypothetical areas 
of existence of f- and -modes at heights of local extremes 

of temperature (dH / dz = 0) in Earth’s atmosphere [16]



18

acoustic-gravity waves are systematically observed in the 
regions of powerful wind systems [18, 19]. Th e theoretical 
results obtained allow us to explain the peculiarities of the 
formation of the wave fi eld in the polar thermosphere as 
a result of wind fi ltering of the spectrum of primary waves 
generated by various sources.

Dissipation of AGW due to atmospheric viscosity 
and thermal conductivity

For an analysis of AGW in the atmosphere with 
dissipation, the system of hydrodynamic equations is usually 
adjusted with components that take into account viscosity 
and thermal conductivity [20]. Unlike previous works, when 
considering the dissipation of AGW in the atmosphere, we 
took into account new components in the Navier-Stokes 
and the heat transfer equations. Th ese components describe 

the transfer of momentum and energy by waves due to the 
background density gradient, in addition to the usually 
considered velocity gradient [21]. From the modifi ed 
system of equations, the local dispersion equation of AGW 
in the atmosphere with attenuation is obtained. Since the 
coeffi  cient of kinematic viscosity  in the atmosphere 
changes with height, this dispersion equation is valid in the 
local approximation within thin layers, where the value of  
can be approximately considered constant. An expression 
for the decrement of wave attenuation  is obtained. Th e 
value of  for the acoustic and gravitational branches of 
the AGW at kzH = 1 (kz is the vertical component of the 
wave vector) and two characteristic values of the viscosity 
coeffi  cient  = 2  105 m2/s and  = 1  106 m2/s in the ther-
mosphere are shown in Fig. 8. Th e value of  increases as 
expected with an increase in the viscosity coeffi  cient and 
decreases in the horizontal wavelength.

Evanescent acoustic-gravity waves in the atmosphere 
taking into account eff ect of Earth’s rotation

he infl uence of the Earth’s rotation on the spectrum of 
evanescent wave modes becomes notable in the range of 
low frequencies comparable with the rotation frequency. 
Th e general analysis of the dispersive properties of waves 
in a rotating atmosphere is rather complicated. It is known 
that the dependence of the vertical component of the 
Earth’s rotation frequency on the horizontal coordinate 
determines the existence of Rossby waves [23]. In [24], we 
considered the infl uence of atmospheric rotation on the 
spectrum of AGW in high-latitude regions, where only 
the vertical component of the Earth’s rotation frequency 
can be taken into account. Th e waves with a length small 
compared to the Earth’s radius were studied. For the 
analysis, the well-known equations of the dynamics of 
an ideal gas were used, which are written in a coordinate 

Fig. 7. Dependence of AGW amplitude on wind speed: a — headwind (from top to bottom N/0 = 14, 7, 3 at xo = 1500 km); 
b — fair wind (from top to bottom N/0 = 1.2, 1.4, 1.5 at xo = 230 km). Amplitude is normalized to amplitude A0 of background 

level of AGW, which corresponds to background wind Wxo 50 m/s

Fig. 8. Decrement of attenuation of gravitational (solid curves) 
and acoustic branches of AGW (dotted curves):  = 2  105 m2/s 
(lower curves) and  = 1  106 m2/s (upper curves), kzH = 1 [21]
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system that rotates together with the Earth’s atmosphere 
with constant angular velocity.

Th e obtained results are conveniently explained using 
the diagnostic diagram shown in Fig. 9 [24]. Th e spectrum 
of acoustic-gravity waves presented in this fi gure consists 
of acoustic and gravitational regions, as well as two 
regions of evanescent waves with a continuous spectrum. 
One region of evanescent waves (with frequencies ̂ ), 
studied in [15], is located between the regions of freely 
propagating acoustic and gravitational waves and contains 
a continuous set of frequencies above the frequency 2 

(Coriolis parameter). Th e second region of evanescent 
waves (with frequencies ̂ ) is realized due to the rotation 
of the Earth’s atmosphere and was discovered for the fi rst 
time in [24]. Th is region lies below the frequency 2, 
which at all wavelengths is the lower limit of the region of 
gravitational waves. It is shown that the obtained solutions 
for certain values of the parameter  [15] pass into the 
known evanescent modes. 

Conclusions
Th e main results of studies of acoustic-gravity waves 

in the upper atmosphere of the Earth, obtained during 
2021—2023, are presented. Seasonal patterns of the 
global distribution of acoustic-gravity waves in the upper 
atmosphere according to satellite measurements have been 
in [8] established. Th e possibility of realizing evanescent 
wave modes at the boundary of two isothermal media with 
diff erent temperatures is considered [14]. Th e new method 
of studying the continuous evanescent spectrum of acoustic-
gravity waves in the Earth’s atmosphere has been developed 
[15]. Evanescent acoustic-gravity modes in a non-isothermal 
atmosphere with a continuous altitudinal temperature profi -
le are considered [16]. Increments of instability of acoustic-
gravity waves in a quasi-isothermal atmosphere with a 
random vertical temperature profi le are found in [17]. Th e 
peculiarities of the interaction of acoustic-gravity waves with 
spatially heterogeneous atmospheric fl ows have been studied 
[18, 19]. Th e eff ect of acoustic-gravity wave attenuation in 
the atmosphere was studied on the basis of the modifi ed 
Navier-Stokes and the heat transfer equations [21]. It was 
shown that the rotation of the atmosphere leads to a modi-
fi cation of the continuous spectrum of evanescent AGWs 
with frequencies greater than the Coriolis parameter [24].

Fig. 9. Spectral diagram of AGW with consideration of Earth’s 
rotation for high-latitude regions of atmosphere [24]. Here 

ˆ
x xk k H   ˆ / N
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 Introduction
Th e propagation of acoustic-gravity waves (AGWs) 

in the atmosphere is registered by various experimental 
methods in the form of quasi-periodic parameter 
fl uctuations with periods ranging from ~5 min up to about a 
few hours. According to satellite measurements, such wave 
disturbances are systematically observed in the Earth’s 
upper atmosphere [1—3]. To study the disturbances in the 
stratosphere and the mesosphere, remote ground methods 
are mainly used, including the ground network of VLF 
radio stations. During the reporting period, the researchers 
of the Space Research Institute have investigated the wave 
disturbances in the mid-latitudes of the atmosphere based 
on the measurements of the VLF radio signal amplitudes. 
Th is report briefl y presents the main results obtained by 
the authors in this research direction.

Th e interaction of the VLF radio waves with the iono-
sphere is mainly determined by electron concentration 
at the wave refl ection level, the height distribution of 
the electron concentration and the frequency of electron 
collisions with neutral particles [5]. Th e refl ection of the 
VLF waves from the upper wall of the Earth-ionosphere 
waveguide occurs during the daytime at an altitude of 
~70—74  km (the D-region of the ionosphere) and at 
nighttime at altitudes of ~85—90 km (the lower E-region 
of the ionosphere) [4, 5]. Th e propagation of the distur-
bances in the neutral atmosphere at these altitudes leads 
to the changes in the geometry of the waveguide and 
in the refl ection coeffi  cients of the radio waves. Th is is 
accompanied by the corresponding fl uctuations of the 
amplitudes and the phases of VLF radio signals at the 
reception point. Such fl uctuations with the periods of tens 
of minutes, corresponding to the periods of atmospheric 
AGWs, are usually clearly visible in measurements at 
a nighttime, as well as at the solar terminator [6, 7]. 
Th erefore, there is a hypothetical possibility to determine 
the properties of the atmospheric wave disturbances at 
the refl ection heights by the measuring the characteristics 
of the VLF radio waves. Th e worldwide network of VLF 
radio stations makes it possible to systematically study 
of the distribution of the wave activity in the lower 
ionosphere and the mesosphere on a global scale. Th e 
importance of such research is also due to the fact that 
the indicated atmospheric heights are diffi  cult to study 
for other experimental methods. Th e data of VLF radio 
stations measurements can be used to solve a number of 

scientifi c problems, in particular, in the study of impacts 
“from below” on the ionosphere.

 Fluctuations of VLF radio wave amplitudes 
depending on refl ection height changes

Two main approaches are traditionally used to the 
theoretical study of the propagation of VLF radio waves 
in the Earth-ionosphere waveguide: mode theory [8] and 
“wave-hop theory” [9, 10]. Th e mode theory studies the 
properties of the waveguide along its entire length from 
the transmitter to the receiver. Th is method is eff ectively 
used to the study of the ionosphere response to the solar 
X-ray bursts, during which the properties of the waveguide 
change approximately equally throughout the illuminated 
region of the ionosphere [11]. When studying AGWs, it 
is necessary, if possible, to localize disturbances on the 
path to search a hypothetical connection with possible 
sources. Th erefore, for such the tasks, it is advisable to 
choose relatively short paths up to ~2000 km, for which 
the approximation of the geometric optics can be used. In 
this approximation, the signal amplitude at the reception 
point is considered as a superposition of a ground wave 
and several sky waves refl ected from the ionosphere (the 
wave-hop theory) [9, 10]. 

 In the geometrical optics approximation and in the 
absence of the VLF disturbances, the wave is refl ected at some 
eff ective height h, which is determined by the equilibrium 
concentrations of the electrons and the neutral particles. For 
approximate calculations, the amplitude at the reception 
point can be considered as an interference of a ground 
wave with the amplitude Ag and two ionospheric waves with 
amplitudes A1 and A2, which refl ected from the ionosphere 
one and two times, respectively [10]. Th e propagation of 
VLF radio waves in the Earth-ionosphere waveguide is 
schematically shown in Fig. 1. Th e amplitude of the received 
signal is determined by adding vectors  A1,  



A2 and  


Ag. 
In the approximation of the geometric optics, the 

expression was obtained that connecting the small relative 
changes in the amplitudes of the radio waves with the 
fl uctuations in the eff ective level of their refl ection [6]:

A /A ≈ Kh.  (1)

Here, Δh is the vertical displacement in the level 
refl ection of the radio waves, K is the “transmission” 
coeffi  cient, which depends on the length of the path, 
the radio signal frequency and the ratio between the 
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amplitudes of the ground and the ionosphere waves. Th e 
amplitude of the received radio signal is presented in the 
form A =A + + ΔA, whereA is the average undisturbed 

value, and ΔA is the wave disturbance. It is shown, that, 
when considering AGWs, it is advisable to consider the 
relative fl uctuations of the amplitudes of VLF radio waves
ΔA  /A [6]. It allows us to exclude a number of factors 
of a technical nature, for example, the diff erences in 
the methods of signal reception on diff erent paths, as 
well as of a physical nature, in particular, the large-scale 
amplitude trends.

Diurnal changes in radio signal amplitudes
Th e fl uctuations of the radio wave amplitudes were 

studied based on the measurements at three mid-latitude 
VLF stations: in Germany (DHO38, f = 23.4 kHz), Great 
Britain (GQD, f = 22.1 kHz) and Italy (ICV, f = 20.74 kHz) 
with a reception point in France (А  118). An example 
of the daily course of the amplitude of the VLF signal 
on the GQD-A118 path and of the relative amplitude 
fl uctuations aft er excluding the daily trend are shown 
in Fig. 2. Th e sharp changes in the diurnal course of the 
amplitude of the radio waves in the morning and in the 
evening are associated with a change in the height of the 
wave refl ection depending on the sunlight conditions. As 
can be seen from the fi gure, the amplitude fl uctuations 
are much larger at night than during the day. However, 
the observed signifi cant fl uctuations in the amplitudes 
of the radio waves at the night do not necessarily mean 
large amplitudes of AGWs in the atmosphere. Th ey can 
be due to the daily course of the function K, which at 
nighttime has signifi cantly greater values than during the 
daytime [6]. Th e establishing a connection between the 
amplitudes of VLF fl uctuations of the radio waves and the 
amplitudes of the AGWs was one of the main tasks of our 
research.

Seasonal features of radio wave amplitude 
fl uctuations

Th e results of the observations of the amplitude 
fl uctuations of the VLF radio signals were summarized for 
diff erent seasons during 2013—2014 years on two European 
paths DHO-A118 and GQD-A118 [6]. Magnitudes of 
ΔA /A, averaged over the evening hours (UT = 20—24h), 
shown in Fig.  3. For the DHO-A118 path, the relative 
fl uctuations are 2—6%, with average value of ~3.5% 
and a minimum level of ~2%, which probably refl ects 
a certain background level of AGW amplitudes in the 
mesosphere. For the GQD-A118 path, the average level of 
the amplitude fl uctuations is slightly lower (~3%), and the 
minimum level is <2%. As can be seen from Fig.  3, the 
amplitude fl uctuations are observed in diff erent seasons 
with a tendency to increase the amplitudes in the summer 
on both paths. Th e observed excess of the summer values 
in ΔA /A does not mean that AGW amplitudes are larger 
in the summer. Th e reason may be that the eff ective level 
of refl ection of h in the summer is systematically higher 
than in the winter. Due to, this value of K and, accordingly, 
the observed values of ΔA / A will also be larger .

Fig. 1. Schematic representation of VLF radio waves 
propagation in the Earth-ionosphere waveguide

Fig. 2. Diurnal course of amplitude of VLF radio signal 
on GQD-A118 path: above is amplitude in volts; below is 

fl uctuations of ΔA /A. Th e data was taken from site: 
https://sidstation.loudet.org/data was used

Fig. 3. Fluctuations of amplitudes ΔA /A in evening hours 
(UT = 20—24h) on DHO38-A118 path and GQD-A118 path 
during 2013—2014. Horizontal axis shows number of month 

starting from January 2013 [6]
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Infl uence of AGW propagation on height 
of radio wave refl ection

Using the expression (1), the changes in the refl ection 
heights were calculated based on the fl uctuations of the radio 
signal amplitudes on the several paths. Average values of 
fl uctuations ΔA /A and Dh, according to the measurements 
on three mid-latitude radio-paths during August 4, 2017— 
August 6, 2017, are summarized in Table. 1 [6]. It can be 
seen that ΔA /A at nighttime signifi cantly exceed daytime 
values, on all considered paths. However, at the same time, 
the value of Δh are close in magnitude on diff erent paths 
during the day and at the night. On average, the periodic 
fl uctuations in the height of the radio waves refl ection are 
in the interval Δh ≈ 0.2—0.4 km.

 According to the observations of the amplitudes of the 
VLF radio signals, it was found that the values of Δh are close 
on diff erent paths. Th is shows that the value of Δh probably 
refl ects the real fl uctuations of the neutral atmosphere.
Th is prompted us to more carefully investigate the possible 
relationship between the atmospheric concentration 
fl uctuations and the values of Δh. Within the framework of 
certain simplifying assumptions, the expression was obtained 
that relates the fl uctuations of the neutral atmosphere 
concentration to the height refl ection of radio waves [12]:

                         

 
 0
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N h h dH
H dzN h

     
    

(2)

Here, H is the atmosphere scale height, Nn0(h) and 
ΔNn(h) defi nes the equilibrium concentration of the neutral 
atmosphere and the change in the concentration due to the 
AGW propagation at height h. Expression (2) relates the 
amplitude of AGW (in relative fl uctuations of the neutral 
concentration) with the displacement in the refl ection level 
on average of the radio waves Δh. For the characteristic 
heights of the radio waves refl ection during the daytime 
(below the mesopause), we have dH  / dz ≈ –0.08. At the 
nighttime, the refl ection of radio waves occurs near the 
mesopause (dH / dz ≈ 0) or slightly higher (dH / dz ≈ 0.1). 
Th ese values shown in Table 1, here Δh  = 200—400  m 
correspond to the fl uctuations ΔNn  / Nn0 ≈ 3—6% in the 
neutral concentration which is the characteristic of AGWs.

In the AGW theory, the relative fl uctuations in the 
atmo sphere concentration are related with vertical displa-
ce ments of elemental volume of the medium Δzn [13]:
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Th erefore, with the help of (2) and (3), it is possible 
to relate the vertical displacement of the volume of the 
atmospheric gas in the AGW with value of Δh:
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From formula (4) it follows that at displacements Δh = 
= 200—400 m of refl ection level,  we get displacement Δzn = 
= 0.7—1.4 km of the neutral atmosphere volume. According 
to the AGW observations using the EISCAT radar [14], the 
waves with periods of 30—40 min prevail at the heights of 
the mesopause, while the vertical velocity amplitudes are 
~2.5 m/s. In the assumption of a monochromatic wave, it 
holds to Vz = i Δz, where Vz is the vertical speed of the 
particles, and  is the wave frequency. Th en, for the waves 
observed by the EISCAT radar, the estimates are given 
Δzn = 710—950 m, which is in good agreement with the 
results obtained by using (4).

Expressions (1), (2) and (4) relate the observed changes 
in the amplitudes of VLF radio waves with the fl uctuations 
in the concentration of the neutral atmosphere. With the 
help of these equations, the relationship between the 
fl uctuations of the radio signals amplitudes and the neutral 
density at the refl ection heights can be written in the form:
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Here, “transmission” coeffi  cient α = HK / (1 + dH / dz) 
is determined by atmospheric parameters and function K, 
which depends on the length of the path and the frequency 
of the radio waves. Equation (1)—(5) make it possible to 
determine the properties of AGW at the heights of the 
mesosphere by observing the amplitudes of VLF radio waves.

Observation of wave disturbances 
from the solar terminator

Th e solar terminator is a global source of various types of 
atmospheric disturbances, including the acoustic-gravity 
waves [15]. To study the disturbances on the terminator, we 
used the data from the VLF transmitter of the radio waves 
at the station in Great Britain (GQD, f = 22.1 kHz) with a 
reception point in France (A118), which are presented on 
website: https://sidstation.loudet.org/data. Th e processing 
of the data measurements of the amplitudes of VLF radio 
waves at the terminator is complicated by sharp changes 
in the amplitude caused by the changes in atmospheric 
sunlight conditions [6, 16]. During the passage of the solar 
terminator, a sharp decrease in the signal amplitude is 
systematically observed in the morning and in the evening 
(Fig. 2). During automatic data processing using standard 
methods of the spectral analysis, such amplitude jumps 
give non-physical spectral harmonics. In this regard, in 
order to search for atmospheric waves from the terminator, 

Table  1
Fluctuations of amplitudes and refl ection level 

of radio waves on three mid-latitude paths during 
August 4, 2017 — August 6, 2017 [6]

Radio path
Night Day

ΔA /A, % Dh, km ΔA /A, % Δh, km

GQD-A118 2—3 0.3—0.4 0.4—0.5 0.2—0.3
ICV-A118 5—7 0.2—0.4 1—2 0.2—0.3

DHO-A118 2—4 0.2—0.4 0.5—1 0.15—0.3
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we considered evening sections of data aft er the passage of 
the terminator lasting several hours. At the same time, we 
excluded the moment of passing the terminator, assuming 
that the wave activity develops aft er it.

When studying AGWs, there is a need to separate the wave 
fl uctuations from the large-scale trends. To obtain curveA, 
which describes the undisturbed amplitude, the moving 
average method with the window size of 1 h is applied. 
Th e data of the radio signal amplitude measurements on 
the GQD-A118 path over 4 months (April, June, October 

2020 and February 2021) were analyzed. Th e magnitude 
of amplitude fl uctuations ΔA  /A in diff erent months is 
3—10%. At the same time, the large values of ΔA /A do 
not necessarily mean the large amplitudes of AGW, but 
may be the result of changes in the conditions in the atmo-
sphere and the height of the radio waves refl ection [6].

Aft er passing the evening terminator, the predominance 
of fl uctuations of ΔA /A was noticed  with periods of 15—
20  min. At the same time, the maximum wave activity 
develops mainly 1.5—2.5  hours aft er the terminator. In 
June, the wave activity from the terminator is expected 
to develop later in a local time than in the other months 
considered. In Fig.  4 we show the period distribution 
histograms of number N of observed wave events with 
amplitudes ΔA  /A  > 0.03 for four months in diff erent 
seasons [17]. Th e wave fl uctuations with periodsof 15—
20  min are noticeable for three of the four considered 
months (except February). In Fig. 5 we show the period 
distribution of the number of the wave events summarized 
for three months (April, June and October). 

On histogram Fig. 5, it is clear that the distribution of 
AGW periods are more clearly manifested due to the increa se 
in the number of the wave events. It is most likely that the 
prevailing wave mode on the terminator with a period of 
15—20 min corresponds to the condition of synchronism 
with the source. In February, the superposition of fl uc-
tuations of several scales is more oft en observed without a 

Fig. 4. Distribution of periods of wave disturbances on the terminator with amplitudes ΔA /A > 0.03 on the GQD-A118 path 
in evening time: April (a), June (b), October (c) and February (d) [17]

Fig. 5. Distribution of wave disturbances periods at the 
terminator, summarized for three months [17]
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pronounced predominance of this mode. Th e conditions 
for observing the main AGW modes at the terminator 
should depend on the season and on the orientation of the 
path relative to the terminator line. To study these features, 
further statistical studies of disturbances on the terminator 
for diff erent seasons with the involvement of measurement 
data on other radio paths are required.

Determination of AGW characteristic 
on the terminator

Near the equator, the speed of terminator VT exceeds the 
speed of sound near the Earth’s surface (~300 m/s), but it is 
less than the speed of the sound in the upper atmosphere 
(~700—900 m/s at average solar activity). At atmospheric 
altitudes where the terminator is supersonic (below 150—
180 km), it can generate both infrasonic and internal gravity 
waves [15]. Due to the Earth’s rotation, the wave fronts ge-
ne rated by the terminator should move approximately from 
the west to the east. Th e horizontal speed of the terminator 
decreases in the direction from the equator to the poles 
approximately according to law Vx() = Vx(0)cos, where 
 is the latitude, and Vx(0) is the speed of the terminator 
at the equator. Th e considered GQD–A118 path is mid-
latitude with the location of the GQD transmitter (54.91 N; 
3.28 W) and the A118 receiver (43.46 N; 1.33 W). In the 
approximation of geometric optics, the main contribution 
to the amplitude fl uctuations of the radio waves is given by 
the fi rst ionospheric harmonic, which is refl ected from the 
ionosphere exactly in the middle between the transmitter 
and the receiver [10]. On the GQD-A118 path, the latitude 
of this point is about 49, that is the horizontal component 
of the terminator’s speed in the middle of the path VTx ≈ 
≈ 300 m/s, which is close to the speed of the sound. Th at 
is, on the considered radio path, the phase horizontal speed 
of the waves that are synchronized with the terminator is 
Ux = kx = VTx ≈ 300 m/s, where ω is frequency, kx is the 
horizontal component of the wave vector. In the assump-
tion of synchronism with the terminator, for AGW with 
periods of 15—20 min the horizontal wavelengths should 
be equal to x = UxT ≈ 270—360 km. 

Th e propagation of the acoustic-gravity waves causes 
periodic fl uctuations of atmospheric parameters: the 
density, the temperature, pressure, and the speed of 
particles. Th e observed fl uctuations of VLF radio wave 
amplitudes ΔA /A only indirectly refl ect the distribution 
of AGW at the heights of the mesosphere, where these 
radio waves are refl ected. It can be assumed that periods 
of fl uctuations ΔA /A coincide with the periods of AGW. 

However, the information on the spectral and amplitude 
characteristics of AGWs from such measurements remains 
unknown. In the general case of values of ΔA /A are related 
to AGW amplitudes by equation (5), which is determined 
to a greater extent by the features of the radio path than 
by the physical properties of the waves themselves in the 
atmosphere. Having determined the value of K for the 
selected path, based on measurements of fl uctuations 
ΔA /A, it is possible to calculate the amplitude of AGWs 
in fl uctuations of the concentration of neutral particles 
ΔN / N0. Dependence of K from the eff ective level of radio 
wave refl ection for the path GQD-A118 was analyzed 
in [6]. Value of Vz can be estimated using formula (3) 
assuming that Ux ≈ cs and Vx ≈ Vz (T / TB) for suffi  ciently 
long periods of AGWs, in comparison with the period of 
Brunt–Väisälä. In the monochromatic wave assumption 
Vz = i Δz, then expression (3) follows |ΔN / N0| ≈ k|Vz|, 
where the coeffi  cient k depends on the period of the wave. 
Th e approximate values of AGW characteristics at the 
evening terminator, calculated for two periods T = 15 min 
and T = 20 min, are given in Table 2.

Conclusions
It is developed the methodology, which makes it possible 

to determine the characteristics of the acoustic-gravity waves 
based on the measurementsof the amplitudes of VLF radio 
signals on paths <2000  km long. Th e proposed technique 
was tested on the measurements of amplitudes of VLF radio 
waves on several European radio paths. Th e fl uctuations 
in the amplitudes of VLF radio waves in diff erent seasons 
during 2013—2014 were studied with the use of these 
measurements. Th e peculiarities of the amplitude fl uctua-
tions in daytime and nighttime conditions were analyzed. 
It was obtained that the values of Δh in the day and the 
night conditions, as well as on diff erent paths, are close 
amount to 250—400 m at the night and 200—300 m during 
the day. Using these results, the AGW amplitudes in the 
relative fl uctuations of the concentration of the neutral 
particles were calculated (3—6%) with the volume of ver-
tical displacement (0.7—1.4 km) during the propagation of 
AGW, which is consistent with the theoretical ideas. Th e 
perturbation from the solar terminator was investigated 
based on the data of amplitude measurements of VLF radio 
signals. It was established that the evening termi na tor for 
diff erent seasons is dominated by the waves in the range of 
15—20 min. Th e obtained results indicate the predomi nan-
ce of the wave harmonics on the solar terminator, correspon-
ding to the condition of synchronism with the source.

Table  2
Characteristics of AGW on the evening terminator 

AGW 
period, min

Coeffi  cient 
k, s/m

Concentration fl uctuations 
ΔN / N0

Vertical velocity of particles 
Vz, m/s

Horizontal velocity of particles
Vx, m/s

Vertical volume displacement
z, km

15 1.6 · 10–2 0.12—0.14 7.5—8.8 22.5—26.4 1.1—1.3
20 2.1 · –2 0.12—0.14 5.7—6.7 22.8—26.8 1.1—1.3
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PHYSICAL EFFECTS IN THE ATMOSPHERE 
AND GEOSPACE ENVIRONMENT UNDER QUIET 

AND DISTURBED CONDITIONS 
L. Chernogor

V.N. Karazin Kharkiv National University

Th e purpose of this paper is to report the results 
of experimental, theoretical studies and simulation of 
physical processes acting in the atmosphere and geospace, 
conducted during 2021—2023.

Th e observations were made with the remote radio 
sensing instrumentation located at the Radiophysical Ob-
servatory (49°38´N, 36°20´E), with the magnetometer 
located at the KhNU V.  N.  Karazin Magnetometric 
Ob  servatory (49°38´N, 36°56´E), and with the multi-
frequency multiple-path radio system located at the 
Kharbin engineering university (People’s Republic of China) 
(45.78°N, 126.68°E). Data from the INTERMAGNET 
network and GNSS recordings were also used.

 Eff ects of solar eclipses (SEs)
SE on 5—6 January 2019. Paper [1] deals with the 

variations in the Doppler spectra and in the relative 
amplitudes of the signals observed at oblique incidence 
over the China during the partial SE and on reference days. 
Th e partial SE was found to be associated with broadening 
of the Doppler spectrum, up to ±1.5 Hz, alternating sign 
Doppler-shift  variations, up to ±0.5 Hz, in the main ray, 
and quasi-sinusoidal Doppler-shift  changes. Th e relative 
amplitude of electron density N disturbances in the 15 
min period of atmospheric gravity wave (AGW) fi eld 
and in the 4—5 min period of infrasound wave fi eld was 
estimated to be 1.6—2.4% and 0.2—0.3%, respectively. 

SE on 21 June 2020. Th e results of the of temporal 
variations in the total electron content (TEC) in the vertical 
column of the ionosphere caused by the SE are described 
in [2, 3]. Th e eclipse was unique in that it was observed 
in equatorial and subtropical latitudes near the summer 
solstice and had an annular character. For most time 
dependences of the TEC NV(t), the magnitude of the ΔNV 
depression was increased with growth coverage of the Sun’s 
disk. Th e diff erences in this dependence can be explained by 
the peculiarities of the ionosphere in the equatorial belt of 
the Earth. Th e largest depression in TEC could be 4 TECU 
at Mmax ≈ –0.643. Th e relative variations in the electron 
density N were — 19%. Th e eclipse was accompanied by 
Doppler spectrum diff useness resulting from an increase in 
the number of rays, the temporal variations in the Doppler 
shift  were observed to be bi-polar, asymmetrical, and 
anomalously small, with extreme Doppler shift  magnitudes 
varying from –11 to –40 mHz and from 22 to 56 mHz [4]. 
Th e duration of processes with negative Doppler shift s 

varied from 50 to 80  min, and the duration of processes 
with positive Doppler shift s changed from 30 to 80 min. 
Th e Doppler shift  exhibited 4—18-min period quasi-
sinusoi dal variations with 20—10-mHz amplitudes.

SE on 10 June 2021. In [5], the observational data of solar 
limb fl ickering during the SE that took place near the city of 
Kharkiv have been analyzed, and the statistical parameters 
governing air convection were estimated. Blanketing of the 
solar disk by clouds appreciably suppressed atmospheric 
convection. In [6], observation results of the thermal 
(temperature) eff ect of the SE in the atmospheric surface 
layer, as well as the intercomparison of the thermal eff ects 
observed during eight eclipses that occurred in the same 
area during 1999—2021. A decrease in the temperature 
amounted to about 1°С. Th e response of the ionosphere to 
the SE is described in [7—11]. Th e temporal variations in the 
Doppler shift  observed with vertical and oblique sounding 
have been determined to be, as a whole, similar [7]. Over the 
oblique radio paths, the number of rays was greater. Th e SE 
was accompanied by an enhancement in wave activity in the 
atmosphere and ionosphere. No less than three wave trains 
were observed. Th e values of the periods (~5—12 min) and 
the relative amplitudes of electron density perturbations 
(δN ≈ 0.3—0.6%) give evidence that the wave disturbances 
were caused by AGWs. It was established in [8], that the 
SE was accompanied by an increase in wave activity in the 
ionosphere. Th e wave trains observed near the ionospheric 
F2 peak height showed periods of 5 min and 14 min and 
the 0.6% and 1.25% relative amplitudes of the oscillations 
in the electron density, respectively. At 240 km, the relative 
amplitude of the waves with 14-min period increased by 3%. 
Th e 14-min period pertains to AGWs, and the 5-min period 
to waves of electromagnetic nature. A sharp and considerable 
increase (from 380 to 560  km) in the virtual height was 
detected around the instant of greatest eclipse. A weak 
(equal to or less than 3.3%) decrease in N that lagged behind 
the maximum magnitude of the SE by about 12.5 min was 
revealed. In [10, 11], the results of observations of variations 
in TEC in the ionosphere at high latitudes, where the greatest 
eclipse was observed, are presented. Th e eff ects from the SE 
were distinctly observed at all eleven receivers and for all 
GPS satellites that were utilized. On average, a decrease in 
TEC was established to track changes in illumination of the 
ionosphere. In the course of 60 to 100 min aft er the SE, TEC 
was decreasing, attaining a minimum, and then it returned 
virtually to the initial value. A decrease in TEC attained a 
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maximum value of ~1—5.1 TECU, while, on average, it was 
found to be 2.7 ± 1.6 TECU or 35 ± 18%. Th e maximum 
in TEC lagged behind the maximum magnitude of the SE 
by 5—35 min. Th e relative amplitude of oscillations with 
periods within the range of 5—19 min was 1—12%. Th e 
results of a global analysis of temporal variations in the 
geomagnetic fi eld are presented in [12, 13]. Th e SE was 
determined to be associated with an aperiodic decrease in 
the X component by 31—36 nT to 2—3 nT. Th e amplitude 
of quasi-sinusoidal variations with periods 40  ±  2  min 
decreased from 4.8 nT to 0.4 nT with distance from the 
area of the SE. Relative changes in atmospheric wave 
pressure were estimated to be 1—2%. 

SE on 25 October 2022. In [14] the results of observations 
of the critical frequency, ionospheric F2 peak electron 
density and peak height of the ionosphere over Kharkiv 
during a partial SE are presented. Th e SE was accompanied 
by a plasma fl ow from the plasmasphere to the ionosphere. 

Eff ects from Geospace Storms
Back in the 1970s—1980s L. F. Chernogor substantiated 

that a geospace storm (GS) is synergistically coupling 
magnetic, ionospheric, atmospheric, and electric storms. It 
has been confi rmed that the consequences of solar storms 
manifest themselves in all subsystems of the SIMMIAE 
system [15—27]. Papers [15, 16] provide an overview of the 
current state of knowledge about the relationship between 
solar-terrestrial processes, manifestations of GS and 
variations in atmospheric-space weather. A classifi cation 
of GSs based on Akasofu’s epsilon parameter has been 
advanced. Six types of GS have been introduced, and a GS 
index has been suggested. A classifi cation of ionospheric 
storms (ISs) and disturbances based on the magnitude of 
variations in the peak electron density of the F2 layer has 
been suggested. An ionospheric index characterizing the 
intensity of negative and positive ISs has been suggested. 
A classifi cation of ISs and disturbances based on the 
magnitude of variations in the lower-ionosphere electron 
density has been proposed. Six types of the positive IS have 
been introduced. Th e appropriate ionospheric index has 
been suggested. Th e physics-based model of the evolution 
of each group of ISs and disturbances has been determined. 
Th e linkages among magnetic, ionospheric, atmospheric, 
and electric storms have been shown. Th e main statistical 
characteristics of the geomagnetic storms (153 storms in 
all) over Solar Cycle 24 are presented in [17]. GS eff ects 
are also discussed in the monograph [18]. Paper [19] is 
devoted to the storm of September 25, 2016. Th e processes 
that took place during the GS on December 21—24, 2016 
are described in [20, 21]. Th e eff ects of the storm on March 
21—23, 2017 are presented in [22, 23]. Paper [24] analyzes 
the variations in the levels of the Earth’s magnetic fi eld and 
its fl uctuations in the range of periods of 1—1000 s that 
accompanied X-class solar fl are on 6, 7, and 10 September 
2017. Variations in the Doppler spectra and amplitudes of 
HF signals and ionospheric parameters over China during 

the IS that took place on August 26, 2018 are described in 
[25]. Features of the GS eff ects on August 5—6, 2019 and 
on September 2, 2019 are described in [26, 27]. 

Large Celestial Bodies Falling Eff ects
Eff ects in the atmosphere and geospace caused by the 

impact of large (more than 1 m) meteoroids are described 
in [28—38].

Chelyabinsk meteoroid. A number of physical eff ects of 
this meteoroid are described in [28]. Th e purpose of the 
paper was to obtain more precise height-time dependences 
of radiation intensity and mass of the Chelyabinsk 
meteoroid during the fall, to determine the size of the 
bolide and to build a model of destruction with an estimate 
of the parameters of fragment distribution by mass. 

Lipetsk meteoroid. Th e meteoroid entered the Earth’s 
atmosphere on June 21, 2018 at 01:16:20  UT. In the 
monograph [37], a comprehensive analysis of the main 
processes in the EAIM system that accompanied the fall 
of the Lipetsk meteoroid was carried out. 

Kamchatka meteoroid. New eff ects of this meteoroid 
have been studied in [29, 31, 32]. In [29], using data from a 
number of magnetic stations, a global analysis of temporal 
variations in the geomagnetic fi eld components was 
carried out on the day the Kamchatka meteoroid fell 
(December 18, 2018) and on reference days. Th e passage 
of the Kamchatka meteoroid through the magnetosphere 
and atmosphere was accompanied by variations mainly in 
the H geomagnetic fi eld component. Th e magnetic eff ect 
from the magnetosphere was observed to occur twice, 
51 min and 28 min prior to the meteoroid explosion, the 
amplitude of the disturbances in the geomagnetic fi eld did 
not exceed 0.2—1  nT, and the durations were observed 
to be approximately 20  min and 10 min, respectively. 
Changing in sign peaks in the level of the H component 
were observed to lag behind the meteoroid explosion by 
8 min to 13 min for distances from 1.004 Mm to 4.247 Mm. 
Th e theoretical models for the magnetic eff ects observed 
are presented and theoretical estimates are performed. In 
[31], the results of GPS observations of the Kamchatka 
meteoroid ionospheric eff ects were analyzed and compared 
with the results of the ground-based oblique incidence 
sounding of the ionosphere. Th e time delays of the 
ionospheric response to the meteoroid explosion have 
been determined, the horizontal velocities of disturbances 
have been estimated to be 504—520  m/s, their periods 
to be 11—18  min, durations 22—35  min, wavelengths 
333—530 km, and the relative amplitudes of disturbances 
in N 3—4%. In [32] it was established that the Kamchatka 
meteoroid entering the atmosphere was accompanied by 
the generation of a transient resonance electromagnetic 
signal in the 25—35 mHz band observable in the vicinity of 
the meteoroid explosion and in the magnetically conjugate 
region. Th e 0.2—0.8-nT amplitude oscillations were ob-
ser ved to occur over a 7 min interval. A mechanism for 
this eff ect has been put forward. 
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Yushu meteoroid. Th eoretical analysis of a large number 
of physical eff ects in all subsystems of the EAIM system 
was carried out in [30, 33, 34]. In [30], an assessment 
of mechanical, optical and gas-dynamic eff ects was 
performed. Th e initial kinetic energy of the celestial body 
was estimated to be about 40  TJ. Th ermodynamic and 
plasma eff ects, as well as turbulence eff ects, were estimated 
in [33]. Magnetic, electric, electromagnetic, ionospheric, 
and seismic eff ects, as well as the eff ects of AGWs, were 
studied in [34].

Kyiv meteoroid. Th e analysis results of the entire set of 
physical eff ects in all subsystems of the EAIM system are 
presented in [35, 36, 38]. In [35], a comprehensive analysis 
and assessment of mechanical, optical and gas-dynamic 
eff ects was carried out. In [36], a comprehensive modeling 
of thermal, turbulent and plasma processes in all geospheres 
was performed. Magnetic, electric, electromagnetic, 
ionospheric, and seismic eff ects, as well as the eff ects of 
AGWs, are estimated in [38]. 

Eff ects of earthquakes (EQs)
Papers [39—42] are devoted to a detailed study of the 

manifestations of seismic eff ects. In [39], using ionospheric 
TEC maps for the Northern Hemisphere, except for the 
polar region, the ionospheric eff ects of powerful seismic 
events were considered for the winter seasons of 2012—
2018. It was shown that the seismic-ionospheric eff ect is 
planetary, which is superimposed by local eff ects above 
the sources of individual EQs. In [40], changes in pressure 
and temperature of the atmospheric surface layer and 
ionospheric TEC were analyzed at an arbitrary distance 
from the sources of strong EQs. It has been established that 
surface pressure is reduced for approximately 5 days before 
the EQ and increased for 5 days aft er it. Air temperature 
changes in antiphase. Th e TEC values increase sharply 
2—5  days before the EQ. Typical deviation values are 
up to 2 hPa, up to 0.3 K, 3—4%. Degassing of the earth’s 
interior is a primary factor in these global eff ects. Th e data 
collected during the submarine magnitude 6.0  EQ that 
occurred off  the East coast of Honshu, Japan, on April 
11, 2019, have been analyzed with the specifi c objectives 
of determining the ionospheric response to the EQ and 
identifying possible mechanisms for the transport of the 
disturbances at 845—2,260  km great-circle distances 
between the epicenter and the propagation path midpoints 
[41]. Analysis showed that aft er the EQ the Doppler 
spectra exhibit essential broadening, the Doppler shift  
along the main ray undergoes alternating sign Doppler 
variations, as well as quasi-sinusoidal variations with 3—5 
and 10—20-min periods pertaining to the infrasound 
and AGW frequency bands. Th e relative amplitudes of 
disturbances in N were estimated to be ∼1% and 2—19% 
in the fi elds of infrasound and AGW, respectively. Multi-
fractal properties of the geomagnetic fi eld time variations 
caused by the EQ took place on January 24, 2020 in Turkey 
were investigated [42]. 

Eff ects from High-Power HF Radio Emissions
In [43], the results of experimental studies of aperiodic 

and quasi-sinusoidal disturbances in the ionosphere, 
observed under the action of powerful radio emission 
from the SURA facility on the ionospheric plasma 
under quiet and magnetically disturbed conditions, are 
presented. Aperiodic disturbances recorded at a distance 
of ~960 km, with a time delay of ~25 min, are associated 
with the generation of a shock wave disturbance related 
to AGW. Quasi-sinusoidal 12—15-min disturbances had a 
period equal to the heating cycle period. In other cases, the 
period of disturbances was equal to the period of natural 
oscillations of air in the atmosphere. Th e speed of quasi-
sinusoidal disturbances was 300—400 m/s. Th e eff ects of 
artifi cial generation of plasma turbulence, the combined 
action of the solar terminator and powerful radio emission, 
as well as resonance eff ects associated with the impact on 
the ionosphere of a radio wave with a frequency equal to 
the fourth harmonic of the electron gyrofrequency, were 
discovered. In [44], the analysis results of the features of 
large-scale disturbances generation in the ionosphere under 
the infl uence of monopulse and periodic radio emission 
from a heating facility are presented. It has been established 
that during the period of minimum solar activity, recorded 
disturbances in the ionosphere at a distance of about 960 km 
from the heating facility can occur at an eff ective power of 
25 MW. Th e periodic mode of the heater was accompanied 
by the generation of quasi-sinusoidal disturbances in N 
with the relative amplitude of ~1% and a period close to the 
Brunt — Väisälä period.

Eff ects of rocket launches and spacecraft  fl ights
A special feature of our research is the search for the eff ects 

that rocket launches (RLs) have at a signifi cant (~1,000—
10,000 km) distance from a space vehicle path [45—47]. Of 
special interest are the magneto-ionospheric eff ects from 
RLs and the manifestation features of these eff ects observed 
during GSs. Approximately 5,000 observations of RL 
eff ects taken by us over the 1970—2023 time interval have 
been analyzed. RLs are shown to be associated with the 
generation and/or amplifi cation of wave disturbances in the 
ionosphere and in the geomagnetic fi eld in a wide period 
range of 5—10 min to 2—3 hr. It has been verifi ed that the 
ionospheric response to a RL signifi cantly depends on the 
space weather state. Th e IS eff ects can couple synergistically 
with the eff ects from RLs and fl ights by enhancing each 
other. Th e IS eff ects signifi cantly complicate the detection 
of the eff ects from RLs and fl ights. Two types of disturbance 
with speeds of 2—3  km/s and 400—800  m/s have been 
revealed. Such speeds are characteristic of slow MHD 
waves and AGWs, respectively. Th e relative amplitude of 
disturbances in N reached 0.05—0.07 and the value of its 
quasiperiod approximately 0.5—3  hr. In [45], the results 
of observations of ionospheric processes during the solar 
cycle 24 that accompanied RLs against the background of 
ISs are described. Th e number of the Soyuz RLs is 81, and 
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of the Proton RLs is 53. In [46], the object of the study is 
a reduction in the ionospheric F-region electron density 
(ionospheric «hole») arising under the action of a rocket 
jet. It has been proven that rockets with masses of hundreds 
of tons are capable of forming «holes» of scale sizes of 
many hundreds kilometers and of reducing the ionospheric 
F-region N by a factor of larger than 2. Th e results of the 
analysis of ionospheric eff ects from the Soyuz and Proton 
rockets launched from the Baikonur cosmodrome during 
solar cycle 24 are described in [47]. A few groups of the 
apparent horizontal speeds of disturbance propagation have 
been confi rmed to exist (~100—200  m/s; 390  ±  23  m/s; 
0.97 ± 0.10 km/s; 1.28 ± 0.13 km/s; 1.68 ± 0.13 km/s; 2.07 ± 
± 0.13 km/s, as well as ~8 km/s).

Eff ects of explosive volcanic eruptions
Th e eff ects in all subsystems of the EAIM system caused 

by the catastrophic eruption of the Tonga volcano on January 
15, 2022 are described in [48—54]. Th e purpose of papers 
[48, 49] is to thoroughly analyze and model the main physical 
processes that accompanied the volcanic explosion within 
the EAIM system on January 15, 2022. Th e study attempts, 
for the fi rst time, to comprehensively model or estimate the 
magnitude of the main eff ects arising in the solid Earth, the 
troposphere, the ionosphere, and in the magnetosphere. 
Th e eff ects include a rich assortment of waves: Lamb, 
sound, seismic, tsunami, infrasonic, and AGWs, which 
propagated on a global scale, with the blast wave launching 
secondary tsunamis and seismic waves. Th e powerful waves 
nonlinearly distorted their profi les and suff ered nonlinear 
attenuation, while the electrical processes in the troposphere 
caused perturbations in the global electric circuit enhancing 
the strength of the ionospheric electric fi elds by one to two 
orders of magnitude that led to the emergence of secondary 
processes in the magnetosphere and radiation belts. Th e 
volcanic explosion excited all resonators in the EAIM 
system, perturbing their parameters. Th e magnetic eff ect 
has been estimated of the submarine volcanic explosion and 
eruption (∼100—1,000 nT), the tsunami (∼0.1 nT), of the 
volcanic plume (∼1—10 nT), and in the ionosphere due to 
the ionospheric «hole» (ΔB ∼ 0.1—10 nT) and an external 
current in the atmospheric wave fi eld (ΔB ∼  0.1—1  nT). 
Th e magnetospheric eff ects were caused by electromagnetic 
emissions in the ∼10—100 kHz band generated by lightning 
in the volcanic plume, which triggered the precipitation of 
energetic radiation belt particles into the ionosphere. Paper 
[50] describes the analysis results of global bay disturbances 
in the geomagnetic fi eld observed aft er the explosion of the 
Tonga volcano. Th e magnitude of the eff ect varied from 
~10 to ~60 nT. Th e greatest disturbances occurred in the Y 
component. Th e propagation speed of bay disturbances was 
close to the speed of the blast wave. It is substantiated that 
bay disturbances are closely related to the occurrence of an 
ionospheric «hole» under the action of a blast wave from the 
volcano. It has been established in [51], that on the day of 
the volcano explosion, approximately aft er 04:21, there were 

signifi cant variations in the level of all geomagnetic fi eld 
components. Th e shortest time delay was 6 min. At the same 
time, quasi-sinusoidal variations of the geomagnetic fi eld 
with a period of 4—4.5 min and an amplitude of ~2 nT were 
caused by acoustic resonance in the fi eld of a standing acoustic 
wave generated by the volcano explosion. In addition, six 
groups of possible disturbances stimulated by the volcano 
explosion were found. It was found that the disturbances 
were transported at speeds close to 4, 1.5, 1 km/s and 500, 
313, and 200 m/s. Such velocities are characteristic of slow 
MHD waves, a blast wave, an AGW, a Lamb wave, and an 
ionospheric wave from tsunami. In [52, 53], aperiodic and 
quasi-sinusoidal disturbances in the ionosphere caused 
by the explosion of the Tonga volcano were analyzed in a 
wide range of distances (from ~0.1 to ~5  Mm) from the 
source of disturbances using TEC temporal variations. Four 
groups of disturbances have been detected, each of which 
had diff erent time delays with respect to the moment of the 
volcano explosion. Th e fi rst group of speeds included the 
disturbances traveling with a speed close to 1,000 m/s and 
having an N-shaped profi le. Th is disturbance was generated 
by a blast wave. In the second group, the speed varied in 
the 336 m/s to 500 m/s range, within which the speeds of 
AGWs are found. Th e speeds in the third group exhibited 
variability within the 260—318  m/s limits, within which 
the Lamb wave propagates. Th e speed in the fourth group 
was estimated to be 190—220 m/s, which is a characteristic 
speed of the tsunami that was caused directly by the volcano 
explosion. Th e period of quasi-sinusoidal perturbations 
varied from ~10 min to 20 min, while their amplitudes were 
from 0.5  TECU to 1  TECU. Th e modules of the absolute 
and relative magnitudes of aperiodic disturbances, «holes», 
showing a tendency for decreasing with increasing distance 
from the explosion epicenter, from ~10 TECU to 2 TECU 
and from 37% to 7%, respectively [54]. Th e «hole» time 
delay and its duration exhibited an increase with distance 
from the volcano to the observational sensors, from 35 min 
to 100  min and from ~30—40  min to 120—150  min, 
respectively. Estimates showed that the horizontal size of 
the «hole» did not exceed 10 Mm, and the time delay of its 
appearance reached 122 min. Th e vertical component of the 
perturbation velocity was estimated to be 36—72 m/s, while 
the horizontal component to be 2.2 km/s. Th e ionospheric 
«hole» persisted for 120—200  min. A mechanism for 
generating the ionospheric «hole» has been proposed, which 
is based on both the electric and non-electric processes.

Eff ects of typhoons
Th e eff ects of typhoons are studied in [55—59]. Th e 

results of a theoretical analysis of the entire variety of physi-
cal eff ects caused in the EAIM system by powerful tropical 
cyclones and typhoons are described in [55]. Th e premise 
has been validated that a tropical cyclone (TC, typhoon, 
hurricane), one of the most powerful large-scale formations 
systematically arising in the atmosphere, is an element of 
the ocean–atmosphere–ionosphere–magnetosphere system. 
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Observations of the ionospheric response to the impact of 
a number of unique typhoons made using multifrequency 
multiple path oblique incidence ionospheric sounding have 
confi rmed the defi nitive role that the internal gravity waves 
and infrasound play in producing atmospheric–ionospheric 
disturbances. Th e purpose of the [56] paper was to describe 
the observations of the variations in the parameters of HF 
radio waves propagating through the ionosphere when the 
action of the super typhoon Hagibis on 6—13 October 2019 
occurred. Th e ionosphere underwent the greatest impact on 
those days when the supertyphoon had maximum energy, 
on 8, 10, and especially 9 October 2019, and when it was 
found to be in an ∼2,500—3,000  km distance range from 
the propagation path midpoints. Under the action of wave 
processes, the height of the refl ection region was observed 
to oscillate within the ±(30—90 km) limits. Th e amplitude of 
the quasi-sinusoidal variations in the ionospheric F-region 
N was estimated to be 10—12% for periods of ∼20 min, and 
30—60% for periods of ∼60—120  min. We have acquired 
HF Doppler measurements and studied the dynamics of 
the ionosphere in the ∼100—300 km altitude range during 
the 1—10 September 2019 period of typhoon activity [57]. 
Th e response of the ionosphere to the Typhoon Lingling was 
detected along three adjacent radio-wave propagation paths 
where chaotic and quasi-sinusoidal variations in the Doppler 
shift  and a signifi cant (from −1 to 1 Hz or greater) Doppler 
spectrum broadening were observed to occur. Th e Doppler 
spectrum chaotic variations are due to plasma turbulence 
generated by typhoons in the ionosphere, and the Doppler 
shift  quasi-sinusoidal variations along the main ray are due 
to infrasound and AGW launched by the typhoons. Th e 
relative amplitude of quasi-sinusoidal variations in N in the 
fi eld of the infrasound wave reached several percent, and 
in the fi eld of the AGW attained from ten to a few tens of 
percent. Th e eff ects of the Typhoon Faxai during 9/10 and 
10/11 September 2019 nights were accompanied by a 27% 
decrease in N in the ionospheric E and F regions. At the closest 
approach of the Typhoon Faxai to the ionosonde during 
8/9 September 2019 night, when it had the largest energy, a 
56% increase was detected in N of the ionospheric F region. 
During the super typhoon Lekima event of 4—12  August 
2019 the ionospheric response was observed [58]. Th e action 
of the typhoon was oft en accompanied by up to ±1.5  Hz 
broadening of the Doppler spectra, 10—30 dBV variations in 
the signal amplitude, and quasi-sinusoidal variations in the 
Doppler shift  with 0.10 to 0.40 Hz amplitudes and periods of 
20—30 to 70—80 min. Th e AGW generated by the typhoon 
gave rise to quasi-sinusoidal variations in N with relative 
amplitudes of ∼3—19%. Doppler measurements at oblique 
propagation paths captured the response in the ionosphere to 
the activity of the super typhoon, Typhoon Kong-Rey, from 
30 September to 6 October 2018 [59]. Th e amplitudes, fDa, 
of the Doppler shift  variations were observed to noticeably 
increase (factor of ∼2—3) on 1—2 and 5—6 October 2018, 
while the 20—120  min periods, T, of the Doppler shift  
variations suggest that the wavelike disturbances in the 

ionosphere are caused by AGW. Th e periods and amplitudes 
of quasi-sinusoidal variations in the Doppler shift , which 
have been determined for all propagation paths, may be 
used to estimate the amplitudes, δNa, of quasi-sinusoidal 
variations in N. Th e periods T are found to change within the 
15—120 min limits, and the Doppler shift  amplitudes show 
variability within the 0.05—0.4 Hz and δNa ≈ 0.4—6%.

Eff ects from Natural and Great Man-Made Disasters 
in the Atmosphere and Geospace

Papers [60—65] describe the physical eff ects and ecolo-
gical consequences of natural and great man-made disasters 
of space and terrestrial origin. It has been demonstrated 
that during such disasters, disturbances cover not only the 
Earth’s surface and the atmospheric surface layer, but also 
the upper atmosphere and even the magnetosphere, i.e., 
the entire EAIM system. Th e main physical eff ects in the 
atmosphere and geospace that accompanied the powerful 
explosion in Beirut on August 4, 2020 are described in 
[60, 61]. In [60], a comprehensive analysis of the main 
physical processes that accompanied the explosion was 
carried out. Th e results of radiophysical and magnetometric 
observations of processes in the lower ionosphere and 
geomagnetic fi eld that accompanied a powerful explosion 
in Beirut are described in [61]. An increase of up to 5.3 
in the phase of the ionospheric wave and an increase of 
3.3% in the signal amplitude caused by change in N of 
approximately 3% were detected. Th e propagation speed 
of the disturbances is estimated to be about 3 km/s. Th e 
changes in the character of variations in the geomagnetic 
fi eld level occurring in 5  min and in 79  min aft er the 
explosion were revealed. Th e propagation speeds can be 
estimated to be tens of km/s and greater, as well as 490 m/s. 
Th e MHD waves have the greater speed, and the AGW 
have the smaller one. In [62], employing the cylindrical 
model of a thermic in the atmosphere, its dynamics has 
been studied in the case of the continuous supply of heat. 
Th e analytical solutions to the set of equations governing 
the temporal dependences of the velocity of a parcel of 
the heated air and the position of the upper bound of the 
thermic, as well as the excess temperature in the heated 
parcel have been obtained. Papers [63—65] are devoted 
to the ecological consequences of large-scale forest fi res.

Conclusions
In 2021—2023 at the beginning of the 25th solar activity 

cycle, experimental studies of disturbances in the atmosphere 
and geospace that accompanied the impact on the medium 
of powerful sources of energy release (solar eclipses, 
geospace storms, falls and explosions of large celestial bodies, 
typhoons, the catastrophic eruption of the Tonga volcano, 
earthquakes, powerful impacts of radio emissions, rocket 
launches, great disasters, etc.), were carried out. Th eoretical 
models of physical processes acting in the atmosphere and 
geospace caused by the infl uence of powerful sources of 
energy release have been developed or advanced. 
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Introduction
Th e Earth’s electromagnetic environment is infl uenced 

not only by natural processes but also by human activities, 
including terrestrial radio transmitters, power plants, power 
lines, and industrial facilities. Th ese sources of electromag-
netic energy generate various space plasma eff ects, such 
as the precipitation of energetic particles from the Earth’s 
radiation belts, deviations in ionosphere parameters, and 
many more. Th e continuous increase in electric power 
production has led to a persistent growth of industrial 
pressure on the near space, whose environmental impact 
is diffi  cult to predict. Th erefore, it is important to study 
changes in the electromagnetic profi le of our planet caused 
by both natural and artifi cial factors, particularly those 
associated with the expanding production of electric power.

Observation of electromagnetic emissions produced 
by terrestrial sources in space has been ongoing since the 
launch of the fi rst satellites. However, our understanding 
of issues related to space electromagnetic pollution 
remains limited. Due to technical constraints, such as 
sensor sensitivity and onboard system noise, satellite 
observations primarily capture slowly fl uctuating electric 
and magnetic fi elds with frequencies below a few hertz (in 
the satellite reference frame), or relatively high-frequency 
radio emissions in the kilohertz range and above. It is 
only recently that diagnostic capabilities have extended to 
the extremely low frequency (ELF) range, encompassing 
frequencies from units of hertz to kilohertz. Th is extension 
has led to the discovery of stable space plasma oscillations, 
including Schumann resonances at central frequencies 
such as 7.8 Hz, 14.3 Hz, 20.8 Hz, 27.3 Hz, 33.8 Hz, and 
power line emissions (PLE) at industrial frequencies of 
50/60 Hz [1—8]. Th e last type of electromagnetic emission 
is the most common form of ELF radio waves traveling 
from the Earth into space due to anthropogenic activity.

Th is article comprises the following main sections: 
Section  2 presents the results of the PLE observations 
obtained at the Chibis-M satellite mission; Section 3 focu-
ses on the development of the theory regarding the gene-
ra tion and propagation of this emission.

Observation of the power line emission 
by the Chibis-M satellite

Microsatellite (MS) Chibis-M was launched on 24 Ja nua-
ry 2012 (decayed on 15 October 2014) into a 500 km circular 
orbit with 52°  inclination. Its mass is about 40 kg, where 

one-third is a scientifi c instrumentation. Th e dimensions of 
the Chibis-M housing are 0.26  0.26  0.54 m, including the 
service and scientifi c instrumentation, as well as outside-
mounted solar panels.

 Th e MS has three-axis orientation and stabilization. 
Th e main scientifi c objective of Chibis-M is the theoretical 
model verifi cation for the atmospheric gamma ray bursts, 
i.e., short, few millisecond pulses of intense radiation in the 
gamma ray range, particularly associated with the processes 
in deep space, e.g., supernova explosions. It requires the 
study of the accompanying electromagnetic (EM) processes 
such as plasma waves produced by lightning discharges 
in very low frequency (VLF) band. For this purpose, the 
combined wave probe with a very sensitive electric and 
magnetic sensor set, developed previously for the VARIANT 
experiment, was included as a part of the scientifi c payload 
[9]. Th e magnetic sensors provide measurements of three 
magnetic fi eld components in the frequency range of 
1—40,000 Hz with a noise spectral density of 10—0.02 pT/
Hz0.5 (in the band 1—100 Hz, the noise is 10—0.1 pT/ Hz0.5). 
Due to Chibis-M’s compactness, the magnetic fi eld sensors 
were placed too close to the service instrumentation and 
solar panels, where the operational currents of the service 
instrumentation create strong interference depending on 
the MS operation cycle. Th e last factor limited the magnetic 
sensor sensitivity threshold to 100—10 pT/ Hz0.5 in the 
band 1—100 Hz. Th e electric fi eld sensor had a measuring 
base of 0.42 m for the measurement of one electric fi eld 
component, which is orthogonal to the orbital plane. Th e 
frequency range of the sensor is 0.1—40,000 Hz with the 
peak noise 0.8—0.04 (μV/m)/Hz0.5 (in the band 1—100 Hz 
the noise is 0.2—0.04 (μV/m)/ Hz0.5). As opposed to the 
magnetic sensors where interference considerably exceeds 
the noise, fortunately, the electric fi eld interference at all 
MS operation conditions was close to the basic noise of 
the electric sensor, especially in our band of interest (1—
100  Hz). Additionally, the onboard electronics did not 
use or generate the 50/60 Hz signals. Th is is because only 
electric fi eld data was used for our study. 

Th e signals from EM sensors were digitized at a fi xed 
sampling rate 78,125/2n Hz (n = 0, 1, 2, 3) with a 16-bit 
resolution because the main task of the magnetic wa-
ve complex was the registration of EM signals related 
to plasma waves produced by lightning. Sometimes for 
scanning signals in the ELF range, the data were digitized 
at sampling rate 325.5208334 Hz with 24 bits resolution. 
So, the wave complex worked mainly at high sampling rates 
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and much less at minimal value (upper frequency limit is 
140 Hz with antialiasing fi ltering).

Th e typical case of PLE observation is shown in Fig. 1 
(orbit 12406, 13 April 2014, 16:00:10—16:05:40 UTC, local 
nighttime, altitude about 413 km). Hereinaft er a nightside 
of the orbits is marked in blue. At this moment Chibis-M 
was over Japan, where it crossed, at fi rst, over 60 Hz and 
then over 50 Hz power lines; see Fig. 1, a (the power grid 
map is taken from http://www.fepc.or.jp/english/library/
electricity_eview_japan/). Th e fi rst signal maximum of 
60 Hz and averaged amplitude 0.36 μV/m was registered 
near the branched power lines of Shikoku and the western 
part of Honshu Islands; see dynamic Fourier spectrum in 
Fig. 1, b and averaged absolute value of 50/60 Hz signals in 
Fig. 1, d. (At digital averaging procedure the PLE signals 
were extracted by the Butterworth fi rst-order band-pass 
fi lter of bandwidth 1 Hz and resonant frequency 50/60 Hz; 
then the signal absolute value data were treated with a low-
pass fi lter of fi rst-order and cutoff  frequency 0.03 Hz.) Th e 
second maximum of 60 Hz signal appeared aft er crossing 
over the power line cluster near Nagoya. Th e 50 Hz signal 
maximum 0.32  μV/m was detected aft er the Chibis-M 
passage over the boundary between 60 and 50 Hz electrical 
networks. It corresponds to the dense 50  Hz power line 
grids placed about 100 km to the north of Tokyo. Th e 
signal fast Fourier transform (FFT) spectra for the separate 
time intervals, which correspond to the time intervals of 
50/60 Hz harmonic detection, are shown in Fig. 1, c.

Th e example of PLE detection during local daytime is 
shown in Fig. 2 for the Chibis-M fl ight over North America 
(orbit 12496, 19  April 2014, 11:16:14—11:27:38 UTC, 
altitude 417 km). Th e power line grid at voltage ≥ 345 kV is 
shown in Fig. 2, a. Th ere are numerous power lines under 
345 kV in Canada and U.S. which are not shown here (the 
map is taken from http://www.electricity.ca/media/pdfs/

economic/canada_us_affairs/CEA_Enhancing_2010_
fi nal.pdf). During this time MS was in sunlight. Hereinaft er 
a dayside of the orbits is marked in orange if MS is over 
the Earth’s nightside and in yellow if MS is over the Earth’s 
dayside. Chibis-M crossed the terminator at about 11:22:30 
and entered in the local daytime. From the dynamic 
spectrum, Fig.  2,  b, and averaged amplitude of 60 Hz 
signal, Fig. 2, d, it is seen that (1) faint 60 Hz signal (about 
0.3 μV/m) appeared aft er 11:20:00 over power grid in North 
Dakota; (2) few signal maximums (about 0.6—0.7 μV/m) 
at time interval 11:23:00—11:25:30 related to MS location 
over a dense grid in Indiana, Ohio, and West Virginia 
states; and (3) absolute signal maximum (about 1.1 μV/m) 
over a single power line in Virginia and North Carolina. 
Th e signal absence over power lines in British Columbia 
despite the local nighttime and low interference on board 
Chibis-M (~0.2 μV/m) should be noted. FFT signal at time 
interval 11:20:10—11:27:00 is shown in Fig. 2, c.

All the parts of the orbits where PLE 50/60  Hz was 
detected are shown in Fig. 3. Th e detected PLE is basically 
following the world map of the power line’s location and 
their operational frequency distribution, e.g., http://www.
itoworld.com/map/4?lon=-10.98775&lat=-14.20775&zoom=2. 
Nevertheless, as it is seen from the map in Fig.  3, some 
parts of the orbits, where PLE 50/60 Hz was recorded, are 
far from intensive power line locations, especially when 
Chibis-M was over oceans. Th is fact unambiguously says 
about the possibility of extra far PLE propagation in the 
Earth’s ionosphere. Two cases of such a detection are 
shown further in Fig. 4 (see also Fig. 3).

In the fi rst case MS was over Maldives (orbit 13841, 
14 July 2014, 17:08:20—17:09:41 UTC, altitude 376  km), 
Fig. 4, a. Th e distance between the orbit trace on the Earth’s 
surface to Sri Lanka or India power line grids is over 
1300 km. Another case is shown in Fig. 4, c when Chibis-M 

Fig. 1. Power line emission 50/60 Hz observed over Japan. See text for details
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was over the Pacifi c equatorial zone (orbit 13495, 22 June 
2014, 14:03:10—14:04:01 UTC, altitude 386  km). Th e 
closest to MS-extended 50 Hz power line networks are in 
Chile and Argentina; the distance is over 4000—4500 km. 

Here, the attempt to present the possible physical 
model explaining the mechanism of PLE generation and 
propagation into the ionosphere is made below.

    Physical model of PLE generation and propagation
Th e theory of PLE, which encompasses the physical 

model of its generation and propagation, has been proposed 
in our recent paper [10]. Th e propagation environment of the 
PLE exhibits a distinct fl at-layered structure consisting of the 
lithosphere, atmosphere, ionosphere, and magnetosphere 
space, as schematically shown in Fig. 5. Th is structure can be 

conditionally divided into several altitude layers with varying 
electrodynamic properties. Th e quantitative parameters of 
these layers depend on geographical coordinates, solar time, 
and solar activity. It is important to note that this structure 
only approximately corresponds to the generally accepted 
division of the ionosphere into layers with diff erent electron 
concentrations. Fig.  5 also depicts the PLE wave fronts; 
however, it does not accurately represent the signifi cant 
diff erence between the vertical and horizontal scales of 
the wave process. In reality, the horizontal wavelength is 
approximately 6000 km, while the vertical wavelength is on 
the order of tens of kilometers or less in layers I, III, IV, and V.

Following [10], let us describe the physical picture of PLE 
propagation. Th e actual source of emission generation is a 
magnetic dipole formed by the power line current and by 

Fig. 2. Power line emission 60 Hz observed over Canada and U.S. See text for details

Fig. 3. Th e parts of Chibis-M orbits where the power line emission 50/60 Hz was detected. See text for details
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the secondary image current in the ground, which has the 
opposite sign. Th e dipole arm is determined by the skin layer 
depth of the Earth’s crust depending on its conductivity. 

In the neutral atmosphere, the PLE wave front expands 
according to the directional pattern of the dipole source. 
When PLE reaches the lower boundary of the ionosphere, 
typically at around 80—90 km altitude, a major portion of it is 
refl ected, however some portion of the energy (a few percent) 
penetrates into the ionosphere. Th ere it is transformed into 
a quasi-fl at whistler wave. Th e characteristic horizontal 
profi le of PLE beam at these altitudes is presented in Fig. 6. 
Image current generation in ground and refl ection from 
the lower bottom of the ionosphere are the main factors 
that reduce the electromagnetic emission into space. Th e 
refl ected energy propagates further in the waveguide “Earth 
surface — ionosphere” similarly to the Schuman oscillations.

In the ionosphere, the PLE wave front propagates 
approximately vertically, while the energy propagates at 
an angle, which depends on geomagnetic fi eld inclination. 
In a wide range of geomagnetic latitudes, from about 20° 
up to the magnetic poles, the emission is directed by the 
geomagnetic fi eld according to the whistler propagation 
law, with the group velocity direction roughly bisecting the 
angle between the vertical and the geomagnetic fi eld vector. 
As a result, the ionosphere acts as a focusing system that 
collects PLE into a unidirectional beam as shown in Fig. 5.

In the equatorial region, the magnetosonic mode of PLE 
propagation is observed. In this mode, the group velocity 
aligns with the wave vector, approximately oriented vertically 
across the geomagnetic fi eld lines. Th e PLE intensity does 
not change with altitude over the entire range of ionospheric 
heights. However, the amplitudes of the electric and 
magnetic fi elds changes according to the laws of geometric 
optics, corresponding to variations in the refractive index. 

Fig. 4. Two examples of very long-distance propagation of power line emission: 
a — over Maldives, Indian Ocean, and c — in the equatorial zone of Pacifi c Ocean

Fig. 5. Th eoretical problem defi nition: I — lithosphere, II — 
atmo sphere, III — dynamo region, IV — F-region, V — mag ne-
tosphere. Circles indicate the power line current (along the Y axis, 

fi lled) and the image current in the ground (empty). Solid lines 
show the pattern of phase fronts of emission, dashed lines show the 
phase fronts of the energy fl ow refl ected from the ionosphere. 
Th e arrows indicate the directions of PLE energy propagation

In the magnetosphere PLE is transformed to both mag-
netosonic and Alfvén waves and the emission splits into 
two rays: one is directed along the wave vector (upwards) 
and the other one — along the geomagnetic fi eld lines.

To confi rm such an evolution of the PLE wave-packet 
along the propagation path, calculations were performed 
to determine the horizontal distribution of the electric 
fi eld at diff erent heights. Th e results are presented in Fig. 7.

Discussion
Let us compare the theoretical results [10] with the 

experimental data obtained from satellites such as Chibis-M 
(orbit altitude ~500 km) [5, 7], C/NOFS (400—850 km) [6] 
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Fig. 6. Horizontal distribution of the magnetic tangential component 
at 80 km altitude above a power line with the unbalanced current of 

1 A and at the crustal conductivity of 10–3 S/m

and DEMETER (660 km) [8]. Note that due to the high level 
of interference, only the data of the electrical component of 
PLE was published, with the amplitude typically in the range 

E ~ 0.5—1.0 μV/m, occasionally exceeding these values. For 
instance, the Chibis-M satellite recorded 0.35  μV/m over 
Japan and 1.2 μV/m over Brazil [7]. Referring to the theory 
[10], we can conclude that observed emission amplitudes 
correspond to the source current 10—20 A. Specifi cally, 
these source currents are associated with unbalanced 
current, which is typically on the order of several percent 
of the three-phase current transmitted through the high-
voltage power line. So, we may note that the power line 
imbalance, which leads to such unbalanced currents, is 
generally lower in Japan compared to Brazil. Th ese results 
demonstrate the fundamental possibility of utilizing 
satellite-based PLE measurements for remote diagnostics 
of terrestrial power grid parameters. As the obtained data 
processing showed, by analyzing the PLE signals detected 
by satellites, we can infer valuable information about the 
power line characteristics, such as unbalanced current 
values, frequency deviation of the generated current from 
basic 50/60 Hz frequency, and even power lines locations 
where direct monitoring might be challenging.

In summary, the agreement between the theoretical 
framework and numerical simulations, along with the 
correspondence with experimental data, confi rms the 
validity of the assumptions and approximations made in 
the course of analytical theory development. Th is alignment 
enhances our understanding of the physical processes 
involved in PLE propagation and supports the potential 
applications of PLE measurements for practical purposes.
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Fig. 7. Horizontal distribution of the electric fi eld horizontal 
component above a power line with an unbalanced current of 

1 A for the location with geomagnetic fi eld inclination of 45 in 
night conditions at diff erent altitudes: a) 100 km, 

b) 300 km, c) 600 km, d) 900 km
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Ionospheric Observatory of the Institute of Ionosphere 
is located in 50 kilometers to the south-east from Kharkiv 
city (49.6° N, 36.3° E; Φ = 45.7°, Λ = 117.8°). Th e Iono-
sphe ric Observatory facilities include the 158 MHz VHF 
incoherent scatter (IS) radar equipped with the zenith para-
bolic Cassegrain antenna of 100 m diameter; the 158 MHz 
VHF IS radar equipped with the fully steerable pa rabolic 
antenna of 25 m diameter and ionosonde VISRC-2.

Incoherent scatter radar with zenith-directed antenna 
allows measuring with high accuracy (usually error is 
1—10%) and acceptable altitude resolution (10—100 km) 
the following ionospheric parameters: electron density N, 
electron Te and ion Ti temperatures, vertical component 
of the plasma drift  velocity Vz, and ion composition. Th e 
investigated altitude range is usually 100—700  km, but 
can reach 100—1500 km in high solar activity period.

Th e aim of this paper is a brief overview of the 
investigation results of ionospheric processes over Ukraine, 
obtained in the years 2021—2023. During this period, we 
conducted monitoring of ionospheric processes in quiet 
and disturbed conditions, modernization of measuring 
systems, improving of geophysical data measurement 
and processing techniques [1—28].

Regular processes in the ionosphere over Ukraine
Variations of the main parameters of the ionospheric 

plasma [1—5]. During the period of 2021—2023, 
observations of diurnal and seasonal variations of the 
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electron density (Ne), electron (Te) and ion (Ti) temperatures, 
ionospheric plasma drift  velocity (Vz), ion composition over 
a wide range of altitudes (100—750 km), as well as the critical 
frequency of the F2 layer (foF2), ionospheric F2 peak electron 
density (NmF2), peak height (hmF2) of the ionosphere over 
Kharkiv and the total electron content were carried out. 
An analysis of variations in the parameters of the ionosphere 
and processes in it over previous years was also carried out 
to obtain new knowledge about the ionosphere and compare 
the behavior of these parameters under diff erent solar activity. 

Variations in the ionospheric parameters during the 
maximum phase of the 25th cycle of solar activity. Th e foF2, 
NmF2, and hmF2 data were obtained using the VISRC-2t 
ionosonde of the Institute of Ionosphere. Temporal variations 
of foF2 obtained under conditions of low geomagnetic 
activity for typical geophysical periods (spring and autumn 
equinoxes, summer and winter solstices) are shown in Fig. 1.

Th e repeatability of variations from day to day is observed 
for each season with the exception of certain periods (in 
par ticular, 22 March). Th e diff erence in variations for diff e-
rent seasons is explained by diff erent levels of solar activity, 
characterized by the F10.7 index, the position of the Sun 
relative to the measurement site and other geophysical 
factors. Signifi cant diff erences between summer and winter 
variations are caused, in particular, by the presence of solar 
illumination of the ionosphere at the height of maximum 
ionization throughout the day in summer and the winter 
anomaly.

Fig. 1. Diurnal-seasonal variations in the critical frequency of the F2 layer
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For all seasons, a comparative analysis of variations in 
N m F2 and h m F2 of the Kharkiv ionosonde was carried 
out with variations obtained using stations located at close 
latitudes to the Kharkiv ionosonde in the eastern and western 
hemispheres: Pruhonice, Durbes, and Millstone Hill. Fig. 2 
shows temporal variations of N m F2 for all four seasons as 
a function of local time (LT). Th e Pruhonice data turned 
out to be the closest to the Kharkiv data. Th e variations at 
Millstone Hill have the greatest diff erence, which indicates 
longitudinal eff ects in the ionosphere associated with the 
mismatch of geographic and geomagnetic poles.

Th e hmF2 variations for all stations under consideration 
are quite similar, with the exception of some short periods 
of time. Values of hmF2 in Millstone Hill are smaller at night 

in spring and autumn and larger during the day in autumn 
compared to those in Kharkiv, Pruhonice and Durbes. 

A comparative analysis of NmF2 and hmF2 diurnal 
variations of the mid-latitude ionosphere over Kharkiv 
with the same variations calculated using various options 
of the International Reference Ionosphere (IRI) model 
and the ionospheric electron density model (NeQuick2) 
was also carried out. For the IRI-2016 model, data were 
considered using three hmF2 models and two maps for 
NmF2. Th e results for NmF2 are shown in Fig. 3. 

Both options of the IRI-2016 model and the NeQuick2 
model give underestimated NmF2 values for the spring 
equinox and summer solstice (except for 22  June) and 
overestimated values for the autumn equinox. Th e NmF2 

Fig. 2. Comparison of NmF2 variations obtained using the Kharkiv ionosonde and other mid-latitude stations

Fig. 3. Comparison of NmF2 variations obtained using the Kharkiv ionosonde with forecasts of the IRI-2016 and NeQuick2 
ionospheric models
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variations obtained from the IRI-2016 model are in good 
agreement with the experimental winter solstice data, and the 
NeQuick2 model signifi cantly overestimates NmF2 values.

Th e results of comparison of hmF2 variations are as 
follows. Th e closest model to the Kharkiv results is the IRI-
2016 (AMTB-2013) model. Th e IRI-2016 (CCIR-M2000) 
and IRI-2016 (Shubin) models describe hmF2 variations 
somewhat worse. Autumn and winter daytime variations 
and summer nighttime variations are best described by the 
IRI-2016 model (Shubin). Th e results of calculating daily 
hmF2 values using the NeQuick2 model for all seasons are 
the most distant from hmF2 values in Kharkiv.

Comparison of ionospheric plasma drift  velocity 
mea surement results obtained at middle latitudes of the 
Earth’s eastern and western hemispheres using incoherent 
scatter radar data [2]. For this purpose, we used the data 
acquired by Kharkiv incoherent scatter radar and Millstone 
Hill incoherent scatter radar (USA). Data analysis shows 
that the daily dependences of the plasma velocity Vz in the 
ionosphere over Kharkiv and Millstone Hill are mostly 
close. Th e identifi ed individual diff erences in Vz variations 
can be explained by the longitude eff ect. Th e volumes of 
magnetic force tubes for Kharkiv and Millstone Hill diff er 
signifi cantly (2.14  times). Th e latitude positions of the 

magnetically conjugate regions in the Earth’s southern 
hemisphere for Kharkiv and Millstone Hill also diff er 
signifi cantly, and, as a consequence, the exchange processes 
between the ionosphere and the protonosphere can diff er.

Modeling and analysis of spatial-temporal variations 
of physical process parameters in the ionospheric plasma 
over Ukraine during the 24-th solar activity cycle have been 
performed using the experimental data obtained by the 
incoherent scatter radar [3, 4]. Th e diurnal dependences of 
parameters of dynamic and thermal processes were const-
ructed for typical geophysical periods (vernal and autumn 
equinoxes, summer and winter solstices) on the phases of the 
minima (2009 and 2019) and maximum (2012—2015) of the 
24-th solar activity cycle. Th e obtained results can be used 
in basic studies of geospace and solar-terrestrial relations.

Incoherent scatter radar data for calculation of the 
iono spheric cross-section [5]. For calculation of the iono-
spheric cross-section and its comparison with the predic-
tions of the IRI model, variations in ionospheric parameters 
were obtained with the incoherent scatter radar for 
periods corresponding to the phases of the minimum and 
the declining of the 24th solar activity cycle. Fig. 4 show 
temporal variations of ionospheric parameters at discrete 
heights for one of the seasons.

Fig. 4. Temporal variations in the electron density, electron and ion temperatures at fi xed altitudes on 16—18 December 2008 
and 22—23 December 2015
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  Irregular processes in the ionosphere over Ukraine
Irregular processes in the ionosphere are associated 

with ionospheric storms [6—12], solar eclipses [13—15], 
traveling ionospheric disturbances [16], etc.

Ionospheric storms
Ionospheric storm on 25 September 2016 [6]. It is found 

that the weak geospace storm on 25  September 2016 
was accompanied by a moderate magnetic storm (the 
geomagnetic activity index Kp reached 4+) and caused a 
three-phase ionospheric storm as the variations of electron 
density indicated. Th e fi rst phase of ionospheric storm was 
negative, and its intensity was moderate. Th e second phase 
was positive, and the ionospheric storm intensity varied 
from weak to strong. Th e third phase was negative, and 
the ionospheric storm was moderate. Th e F2 peak electron 
density value decreased by a factor of 1.3—1.5 during the 
fi rst (negative) phase of the ionospheric storm, increased 
by a factor of 1.4—2.2 during the second (positive) phase, 
and decreased by a factor of 1.5 during the third (negative) 
phase of the storm. Th e fi rst negative phase of the 

ionospheric storm was accompanied by an increase in the 
electron temperature by 100—200 K, and the positive phase 
was accompanied by Te decrease by 520—400 K. During 
the second negative phase, Te practically did not change. 
Th e ion temperature variations were within ±100 K. 

During the negative phases of the ionospheric storm, in-
dividual deviations in the vertical plasma drift  velocity from 
those on a geomagnetically quiet day were observed both 
in the direction of decreasing the downward drift  velocity 
(increasing the upward drift  velocity at high altitudes) 
and vice versa. During the positive phase, the increase in 
the velocity of downward plasma drift  reached 9—20 m/s 
at altitudes above 450  km. Th e phases of the ionospheric 
storm were accompanied by signifi cant variations in the 
dynamic and thermal processes in the ionosphere. 

Long-term ionospheric disturbances during 7—16  April 
2022 [12]. We analyzed a series of negative ionospheric 
disturbances during long-term disturbed geomagnetic 
conditions on 7—16  April 2022, caused by coronal mass 
ejections. During the entire experiment, changes in the 
diurnal variations of the electron density NmF2 at the F2 

Fig. 5. Diurnal variations of Kp and Dst indeses, hmF2 and NmF2 (obtained using the digital ionosonde) during 7—16 April 2022
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layer peak and the height of the F2 layer peak hmF2 were 
observed. On 10 April the NmF2 decreased by 2 times aft er 
the end of the main phase of the strong magnetic storm 
(Kpmax  = 7–, Dstmin  = –48  nT) (see Fig.  5). Before that, a 
decrease in hmF2 by 35—40 km was observed. But on 11 Ap-
ril changes in NmF2 were even greater: a decrease in hmF2 by 
50 km was accompanied by a decrease in NmF2 by 2.3 times. 
Similar changes took place on 13 April too: a decrease in 
hmF2 by 40 km was accompanied by a decrease in NmF2 
by 2.3 times. Next the minor magnetic storrn (Kpmax = 5–, 
Dstmin = –42 nT) caused a decrease in NmF2 up to 2 times 
aft er the end of the main phase of the magnetic storm. Later 
that day the moderate magnetic storm (Kpmax = 6, Dstmin = 
= –81 nT) followed. As a result, we observed such eff ects: 
during the main phase of magnetic storm, hmF2 increased 
by 75—80 km, aft er which hmF2 decreased by 40—45 km 
and the strongest negative ionospheric disturbance has 
occurred, NmF2 decreased by 4.6 times. 

As a whole, the chain of successive disturbances of the 
Earth magnetosphere complicated the mechanisms of 
iono sphere eff ects. Th us, on 16 April during the recovery 
phase of magnetosphere, a signifi cant decrease in NmF2 by 
more than 2 times continued to be observed.

Observations of the mid-latitude ionosphere 
during the solar eclipses

Th e solar eclipse (SE) on 1 September 2016 [13]. An 
analysis of the data obtained as a result of measurements of 
ionospheric parameters over Kharkov on September 1, 2016 
was carried out. Changes were identifi ed in the temporal 
variations of the vertical plasma drift  velocity, critical 
frequency, and F2 peak height, which caused by the solar 
eclipse in the southern hemisphere and associated with 
the processes of interaction through the magnetosphere 
between the ionospheres of the magnetically conjugate 
regions of the Earth’s southern and northern hemispheres. 
Th ese changes were manifested in a decrease in the absolute 
value of the velocity of the downward motion of plasma 
in the ionosphere over Ukraine with an extremum 42 min 
aft er the maximum SE in the magnetically conjugate 
region. Th e velocity deviation amplitude increased with 
altitude and amounted to 5—45 m/s at altitudes of 200—

580 km. At the same time, foF2 decreased by 0.7 MHz, and 
hmF2 increased by 30 km.

Th e solar eclipse on 10 June 2021 started at 10:42:03, ended 
at 12:12:48, and the maximum eclipse was at 11:28:18. Th e 
response of the ionosphere to the partial SE on 10 June 2021 
with a  small obscuration of the Sun (0.112 in diameter, 
0.044 in area) at the studied altitudes of 180—500 km was 
very weak or absent at all, in contrast to results of previous 
observations of solar eclipses over Kharkiv with greater 
obscuration of the Sun’s disk area (0.31 and more) [13].

Th e solar eclipse on 25 October 2022 [14, 15]. Th e results 
of observations of foF2, NmF2 and hmF2 of the ionosphere 
over Kharkiv during a partial SE on 25 October 2022 have 
been obtained using the digital ionosonde. Th e beginning, 
maximum, and end of the SE were at 09:29, 10:45, and 11:59 
UT, respectively; the obscuration of the solar disk area was 
57.2%, and the magnitude was  0.66. Th is experiment is 
unique because the days before the SE (from 22 October 
to the beginning of 24  October), a geomagnetic storm 
was observed, and the consequences of its infl uence could 
remain; a temporary decline in the diurnal variation of foF2 
(and NmF2, respectively) was observed, which coincided in 
time with the SE; and fl uctuations in foF2 and hmF2 diurnal 
variations were also detected (Fig. 6).

To study longitudinal eff ects and clarify contributions 
of diff erent factors to the observed temporal variations of 
the ionospheric parameters, the results of observations of 
the ionosphere over Kharkiv were compared with the data 
obtained by the ionosonde in Pruhonice. In Pruhonice, the 
start of the SE was at 09:13 UT and the end was at 11:23 UT. 
Th e maximum eclipse was at 10:17 UT (the obscuration 
of the solar disk area was 30.2%, and the magnitude was 
0.42). Th e comparison was carried out for the universal 
coordinated time (UT) to take into account the global 
factors infl uencing the ionospheric parameters, for the local 
time (LT) to take into account diurnal variations, and when 
the moments of the maximum phase of the SE in Kharkiv 
and Pruhonice were superposed to highlight the direct 
eff ect of the SE. A comparative analysis of variations in the 
ionospheric parameters over Kharkiv and Pruhonice showed 
that the SE eff ect in Pruhonice was similar, but less than in 
Kharkiv, which is explained by a smaller solar obscuration in 

Fig. 6. Temporal variations of foF2 and hmF2 of the ionosphere over Kharkiv on 21—26 October 2022 
(vertical lines indicate the beginning, maximum and end of the SE)
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Pruhonice (by 1.58 times in eclipse magnitude and 1.89 times 
in obscuration of the solar disk area). To separate the eff ect of 
the solar eclipse from the usual diurnal foF2 variation, the data 
of measurements in Pruhonice on 25  October were used. 
Th e calculation of the eff ect caused directly by a solar eclipse 
is presented in [14]. Assuming that on 25 October the critical 
frequency decreased in Kharkiv due to the diurnal factor by 
the same factor as in Pruhonice (1.24), we determined that 
the foF2 frequency decreased due to the SE in Kharkiv by 
the factor of 1.23, in contrast to 1.15  times in Pruhonice. 
Accordingly, the NmF2 electron density decreased due to SE 
by the factor of 1.51 in Kharkiv, in contrast to 1.33 times in 
Pruhonice. Similar results were obtained using data from 
the Kharkiv ionosonde on 26 October.

Th e new data obtained will complement the existing 
understanding of solar eclipse eff ects and can be used in 
fundamental studies of solar-terrestrial interaction.

Traveling ionospheric disturbances
Characteristics of traveling ionospheric disturbances during 

23—24 September 2020 magnetic storm [16]. We employed 
three ionosondes and Kharkiv incoherent scatter radar 
located in Europe to investigate the ionospheric processes 
during the moderate magnetic storm. Observations 
showed that a positive ionospheric storm developed 
during 23—24 September 2020. We detected, characterized 
and discriminated the large scale traveling ionospheric 
disturbances (LSTIDs) passed over Kharkiv, Juliusruh 
and Pruhonice. Th e key results provided during these 
coordinated observations are summarized as follows [13].

We revealed several time intervals where the LSTIDs 
occurred propagating equatorward from higher latitudes 
and generated during the enhanced auroral activity. 
Th ere were observed concurrent uplift s of the F2 layer 
over Juliusruh and Pruhonice, indicating that the 
traveling atmospheric disturbances (TADs) propagated 
equatorward with a velocity of about 600 m/s. Th e relative 
amplitudes were less over Kharkiv (0.05—0.08) than over 
Juliusruh and Pruhonice (0.14—0.19). Such LSTIDs were 
observed almost simultaneously over all three sites and 
had very comparable dominant periods of 135—150 min 
and 165—180  min for the fi rst and the second time 
interval, respectively. Th ey propagated with the horizontal 
phase velocities of 546 m/s and 576 m/s. Due to the close 
TAD and LSTID velocities, we can conclude that these 
ionospheric disturbances were imposed by acoustic 
gravity waves (AGWs) propagated from high latitudes.

Th e ionosphere-plasmasphere system
Th e impact of the exosphere hydrogen (H) density on 

the entire ionosphere-plasmasphere system was explored 
[17] using a model whose key inputs were constrained by 
ionosphere observations at both ends of the magnetic fi eld line 
with an L-value of 1.75 in the American longitudinal sector 
during a period with low solar and magnetic activities. Th is 
study is the fi rst to be validated by ground-based (digisondes) 
and satellite (DMSP, Arase) data in the plasmasphere and 
both hemispheres. Th e main fi ndings are the following: 

1) Th e entire ionosphere-plasmasphere system is highly 
sensitive to the neutral hydrogen density in the lower exo-
sphere. Increasing the H density by a factor of 2.75 from the 
standard NRLMSISE-00 values increases the simulated plas-
ma density in the aft ernoon plasmasphere up to ~80% and in 
the nighttime topside ionosphere up to ~100%, brin ging the 
simulated densities into agreement with the Arase and DMSP 
satellite observations. Th e last point indicates that using the 
NRLMSISE-00 H density causes unacceptable errors in the 
simulated plasma density of the near-Earth plas ma shells. 
We alert the space science community of this problem. 

2) Th e high sensitivity obtained for the American lon-
gi tudinal sector for L = 1.75 agrees well with the high sen-
sitivity previously seen in the simulations in the European 
sector at L = 2.1.

Th e concept of the hot hydrogen exobase [18] was refuted 
[19] using observational data by incoherent scatter radar 
of Institute of Ionosphere, exospheric satellite missions 
(Dynamics Explorer 1 and TWINS), and ground based 
spectrometer (WHAM). It was concluded that the existence 
of large amounts of hot H atoms near the exobase is not 
supported either by independent observations of H atom 
temperature and density or by numerous observations of 
hydrogen ion and electron densities conducted with diff erent 
independent techniques. Conducted near the exobase, in 
the exosphere, ionosphere, and plasmasphere for various 
levels of solar activity, seasons, and geographical regions, 
these independent observations provide comprehensive 
support for the classic cold hydrogen concept.

Modernization of measuring systems, improvement 
of measurement and processing methods

In 2021—2023, the modernization of analog and digital 
components of radar systems continued, as well as the further 
improvement of methods of obtaining and processing 
ionospheric data [1, 20—25]. On key issues, Ukraine patents 
were obtained [26—28].
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Innovative strategies are developing to mitigate the 
profound physiological eff ects of spacefl ight-related factors 
on the human body. Th e new-generation postbiotics, are 
non-living products of microorganisms, which do not alter 
under unfavorable or harsh conditions, unlike probiotics, 
and perform the same health-promoting function more 
eff ectively and safely than parental probiotic microbial 
cells. Here, we underscore the promising role of postbiotics 
derived from fermenting benefi cial microorganisms for 
the prevention of health disorders during space missions. 
We pioneered the concept that microbial extracellular 
vesicles (MEV) as postbiotics may signifi cantly contribute 
to astronauts’ health, potentially serving as a temporary 
substitute for living microbial cells until more is known 
about the microbial cell behavior in the space environment. 

Th e spacefl ight-related factors aff ect 
not only human cells but also host microbiomes 
Th e human microbiome can be defi ned as an organized 

assemblage of microbial communities inhabiting a specifi c 
niche in the body and physiologically responding to the 
host. In particular, the  gut  microbiome (GM) plays a 
crucial role in maintaining the overall health of astronauts 
during space travel. It aff ects the general immune system, 
metabolism, and mental strength. Microgravity, radiation 
exposure, and altered diet can disrupt the balance of 
microbiome. Using murine/rodent models, the authors 
hypothesized that microgravity alters more the metabolic 
environment of the gut microbes than microbes  per se 
[1, 2]. Space factors aff ect fl uid shear dynamics, the gut 
peristaltic, and microbes’ physiological and behavioral 
responses to the host. Th e gut microbiota adapts to these 
changes by altering community structure, diversity, and 
richness, which can substantially impact the host’s biological 
functions. Human microorganisms adapt quickly by rapidly 
acquiring needed genes to survive harsh conditions [3]. 
Changes in the GM composition can cause infection due 
to the overgrowth of pathogens and a weakening immune 
system. In short-term space travel, it was discovered that 
alterations in the composition and functionality of the gut 
microbiome could be induced. Liu et al. [4] reported shift s 
between dominant genera in the microbiome during space 
missions of up to 35 days that led to an increased abundance 
of unwanted  Bacteroides  and a decrease of the benefi cial 

taxa Lactobacillus and Bifi dobacterium. Under long-term 
space travel, the crew GM composition changed with a 
specifi c increase in the  Firmicutes-to-Bacteroidetes  ratio 
and became more similar between astronauts, as well 
as comparable to the microbiome composition of skin, 
nose, and tongue [5]. Moreover, the authors have reported 
an increase in genera associated with chronic intestinal 
infl ammation and a reduction in the relative abundance of 
the genera with anti-infl ammatory properties. At the same 
time, the experiment tracking the astronaut’s microbiome, 
compared with the ground-staying twin, showed no changes 
in the richness; nonetheless, the composition of the infi ght 
microbiota samples signifi cantly changed [6]. Th is could 
result from the fl ight’s imposed conditions, including the 
absence of live products and decreased dietary fi ber in 
the astronaut’s diet. Supplementing live microbial foods 
may reduce the impact of space-related factors on the gut 
microbiota. Innovative technologies such as “smart toilets” 
for monitoring astronauts’ gut microbiome will invest in 
maintaining their health [7]; however, microbial therapeu-
tics should be envisioned along with the correcting therapy.

Th e gut microbiota modifying therapeutics 
to treat spacefl ight-related health disorders

Maintaining healthy GM during interplanetary journeys 
to Mars or other celestial bodies will be challenging in the 
context of the abovementioned factors. Th e gut-brain axis, 
immunity, and gut health can be improved by ensuring the 
gut microbes’ normality. Several approaches to mitigating 
dysbiosis in crews are in progress for elaborating: 1) probiotics 
supplement; 2)  fecal microbiota transplantation (FMT); 
3) a genome-guided design of microbial consortium, i.e., 
a rationally selected collection of defi ned microbes for the 
GM engineering, etc.; 4)  reconstruction of an Earth-like 
biosphere and interrelationships with the surrounding 
biota through a bioregenerative life support system 
described by [8]. As the human gut microbiota is sensitive 
to orbital spacefl ight, physiological adaptation to the new 
environment in future exploration missions will be more 
complicated than in the International Space Station (ISS), 
leading to more changes in diff erent body systems, including 
the gut microbiome. Numerous recommendations have been 
formulated on correcting gut microbiota to keep the crew 
healthy and brains sharp [9]. Here, we emphasize measures 
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that include microbial therapeutics and postbiotics instead 
of antibiotics or at least their combinations.

Probiotics perspectives on therapeutic microbes
Correction of astronauts’ gut microbiome with micro bial 

life therapeutics could be appropriate in analogy to ground 
practice. However, considered a peculiarity of spacefl ight 
missions, therapeutic microbes have limitations in space-
fl ight practice because of insuffi  cient knowledge about their 
nature and safety or the reinsurance of offi  cials responsible 
for fl ight safety. Among therapeutic microbial organisms, 
probiotics are considered “a live microorganism(s) which, 
when administered in adequate amounts, confer a health 
benefi t on the host” (according to the Food and Agri-
culture Organization of the United Nations [10]. Th e most 
studied probiotics are the lactic acid bacteria, parti cular-
ly Lactobacillus and Bifi dobacterium, which are normal 
inhabitants of the human and animal intestine; their 
presence is essential for maintaining the intestinal microbial 
ecosystem. Probiotics are necessary to maintain optimal 
immunity [11]. Direct eff ects of probiotics on other microbes 
convey two primary mechanisms of action: inducing their 
antimicrobial eff ects by producing bacterio cins (peptides 
naturally synthesized by ribosomes) and sec reting bile 
acids; both destroy pathogenic bacterial membranes [12], 
so maintaining a balanced microbiota by administering 
probiotics and probiotic-based foods and beve rages reduces 
antibiotic-resistant bacterial infections [13, 14]. 

It should be noted that probiotics are eff ective if there are 
indigestible foods in the diet. Th at is why prebiotics (food 
components that selectively stimulate the growth and/or 
activity of benefi cial microorganisms directly in the human 
intestine) are recommended in the diet, and together with 
probiotics, these supplements form synbiotics. Synbiotics 
are oft en defi ned as ‘synergistic mixtures of probiotics 
and prebiotics that benefi cially aff ect the host by imp-
roving the survival and colonization of live benefi cial 
microorganisms in the host’s gastrointestinal tract’ (FAO/
WHO). Certain dietary fi bers may preserve the probiotic 
effi  cacy by serving as the scaff old, e.g., for probiotic Bacilli 
[15]. Synbiotics can modulate gut microbiota composition 
and microbial metabolite production [16].

Limitations  of probiotics use
Th e criteria used for probiotics selection are highly 

stringent:
 be Generally Recognized As Safe (GRAS);
 survive through the gastrointestinal tract and colonize it;
 tolerate low pH and bile salts;
 produce antimicrobials and inhibit pathogens;
 do not possess transferable antibiotic-resistance genes;
 be of human origin (summarized in [17].
Some of these traits, e.g., the effi  cacy of probiotics to 

integrate into the host gut ecosystem, are variable [18]. One 
of the shortcomings of wild-type probiotics is their non-
specifi city. However, a given probiotic could be engineered 

to exhibit species-specifi c inhibition of the pathogen and its 
associated infection [19]. Th e long-term stability of lactic 
acid bacteria starters for probiotics production during 
extended space missions could be problematic because of 
the impact of radiation. Probably, spores of bacilli and cells of 
probiotics naturally incorporated into cellulose fi bers might 
be used for in-fl ight probiotic/synbiotic food production 
in future missions [20—22]. Kombucha, as a probiotic-
like fermented product, possesses excellent potential to be 
a therapeutic target in microbiota-related diseases such as 
colitis, metabolic syndrome, and immune diseases due to 
normalizing the GM [23—25], and its robustness under 
space/Mars-like conditions has been proven [26].

According to professionals and decision-makers, the 
use of living microbes for the prevention or correction of 
disorders in astronauts will require conducting research that 
meets all required norms known in national regulations for 
probiotic microbes design, including genetic level (genes 
for pathogenicity and toxicity, mobile genetic elements, 
viruses, and known molecular mechanisms that improve 
human health [27]. Th e next level is to screen the crew for 
immunological tolerance against the probiotics and to prove 
the predicted benefi cial eff ects. Th en, a viable probiotics 
library for the crew should be built, and a personalized in-fi ght 
probiotics administration protocol should be established. 

Despite progress in researching various microbiomes 
as candidates for microbial therapeutics, technologies 
exploiting a microbial structure and function remain limited 
and need to be enhanced by signifi cant interdisciplinary 
collaborative eff orts. Th e design of effi  cient living therapeu-
tics is considered revolutionary [28]. However, humankind 
will spend a long time in labs and debates for these discoveries, 
but we need more time before traveling to Mars. In the 
meantime, astronauts cannot be on a long-distance mission 
without the support of their gut microbiome by biologicals 
[22]. Postbiotics as non-alive biologicals can be considered 
the interim stage of probiotics usage in the prophylaxis of 
health disorders of crewmembers during spacefl ights. Th e 
term “postbiotics” as a promising inanimate MEV-based 
means for astronauts has been coined in our research [26].

Postbiotics based on extracellular 
membrane vesicles as an interim solution before 

the microbial therapy era in astromedicine
According to the International Scientifi c Association for 

Probiotics and Prebiotics, a postbiotic is “a preparation of in-
animate microorganisms and/or their components that con-
fers a health benefi t on the host” [29]. Postbiotics refer to 
probiotic-derived products obtained from food-grade mic-
roorganisms that confer health benefi ts when admi nis te  red in 
adequate amounts: secreted by viable cells metabo li tes, its by-
products, the products of cell lysis [30], and cell na no structures 
such as extracellular membrane vesicles [26, 31—33]. Recent 
research indicates that postbiotics / MEVs can have direct 
immunomodulatory and clinically relevant eff ects [32, 33]. 
In Fig. 1, postbiotics / MEVs are represented graphically.
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Microbiota-secreted membrane vesicles 
are critical players in microbe-host communication
MEVs are nanoscale structures formed by a living 

cell and released into the extracellular space to perform 
biological functions [34, 35]. MEVs carry membrane 
and cytoplasmic proteins, DNA, various classes of RNA, 
lipids, ATP, and other bioactive molecules between cells 
of all three domains of life that secrete several types of 
nanosized membrane vesicles with diff erent physiological 
properties. Although their biogenesis is diff erent, they 
are all formed by phospholipid membranes and excreted 
by cells externally. All types of MEVs are incapable of 
self-reproduction and have no metabolism. However, 
they transfer bioactive molecules from one cell to 
another over long distances, overcoming the blood-brain 
barrier in a host body. Due to their unique properties, 
MEVs have become an attractive object of host-microbial 
research. More and more evidence appears that host-
microbial crosstalk is mediated by MEVs released by gut 
microbiota [36—38]. In the gut ecosystem, bidirectional 
microbiota-host communication does not always depend 
on direct cellular contact, and it is performed by secreted 
microbial factors,  e.g.,  MEVs, that can penetrate the 
mucous layer and gain access to intestinal mucosa cells. 
In regenerative medicine, MEVs are a promising method 
of treating various diseases and non-healing wounds 
[33, 35, 39].

Biological functions of bacterial 
extracellular vesicles 

in host-microbe interactions
Th e functions and eff ects of MEVs on host physiology 

depend on the diversity of their cargo and the bacterial 
species, growth, and environmental factors that infl uence 
the latter. Bacteria package small molecules, proteins, and 
genetic material into MEVs to provide a supportive envi-
ronment under interaction with the host,  e.g.,  enzymes 
that aid polysaccharide digestion in the gut or host-
indigestible glycans and host mucins [40]. MEVs released 
by lactic acid bacteria deliver bacteriocins and thus 
kill pathogenic bacteria [41]. Non-coding small RNAs 
(sRNA) have important implications for regulating the 
host immune system and other cellular processes [42]. 
Pro biotic benefi cial eff ects, such as preventing pathogen 
expansion by transferring anti microbials and modulating 
host innate and adaptive immunity, are summarized in 
[17]. MEVs produced by probiotic bacteria reduce the 
increased expression of pro-infl ammatory cytokines and 
down-regulate enzymes asso ciated with injury and infl am-
mation [43]; activate dendritic cells and subsequent T-cell 
responses and protect the intestinal epithelial barrier 
function [44]; facilitate the delivery of signaling and fragile 
molecules, that could not survive under transportation, 
and regulate host-microbial communications though, e.g., 
small non-coding RNAs in host [45]. 

Fig. 1. Schematic presentation of microbial extracellular vesicle (MEV) postbiotics as products of food-grade bacteria, using the 
kombucha multimicrobial culture as an example. MEVs are a component of the kombucha secretome. Th e fi rst way of entering the 

human body for MEVs is the consumption of a kombucha drink. Another way is when the isolated vesicles are used as a spray
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MEVs as mediators of probiotic benefi cial eff ects 
could be a safe free of bacteria strategy 

to preserve astronauts’ health
A new generation of postbiotics, the MEV-based 

products, are expected to avoid the risks associated with 
the administration of living bacteria. Microbiota-derived 
vesicles play a role in many of the same activities as parent 
bacteria, but they have the advantage of access to blood 
circulation and the central nervous system. MEVs from 
benefi cial bacteria can independently infl uence the host 
[40] and could be used concurrently with antibiotics 
and other antimicrobial agents. Nanosized MEVs also 
have a set of advantages over both alive and non-viable 
bacterial cells: they are quite safe, with reduced risk for 
adverse eff ects in vulnerable individuals with an impaired 
immune system (1); they have no risk for mutations (2); 
MEVs are not alive and cannot proliferate (3).

Extracellular membrane vesicles 
as a component of the KМС secretome

Production of spherical protein-lipid MEVs (20—
500 nm) by KMC microbial cells is observed in bacteria and 
yeasts, covering both prokaryotes (gram-negative and gram-
positive bacteria) and eukaryotes (yeasts). Fig.  2 shows 
MEVs of bacteria and yeast originating from the kombucha 
community. Th e KMC produces six to seven MEV 
populations composed of 50% of metavesicleome, with two 
signifi cant populations of MEVs of a diameter of 141 and 
164 nm, and the rest of the populations deviate in size. Aft er 
the revival, the MEVs of exposed KMCs were characterized 
by diff erent sizes and fraction numbers, depending on the 
nature of the stressors infl uenced. For example, MEVs from 
post-UV-protected KMC samples did not possess small-size 
fraction vesicles. However, they contained two signifi cant 
populations with MEVs diameters of 164 and 190  nm, 
demonstrating a shift  in the MEV average sizes.

In contrast, MEVs from unprotected samples produced 
smaller MEV populations. Most tested vesicle populations 
appeared to be of single membrane; however, outer-inner 
bacterial vesicles were also detected. Some deformations 

in vesicles and aggregations were observed in the KMC-
exposed samples, exhibiting changes in the membrane 
lipidome. Membrane lipids such as sterols, fatty acids (FAs), 
and phospholipids (PLs) were modulated under the Mars-
like stressors, and a level of saturated FAs increased, as well 
as both short-chain saturated and trans FAs appeared in the 
membranes of MEVs shed by both post-UV-illuminated 
and protected on the ISS bacteria. Th e relative content of 
zwitterionic and anionic PLs was altered and produced 
a change in the surface properties of outer membranes 
(summarized in [31]).

KMC MEVs do not acquire the toxicity under 
Mars-like stressors simulated on the low Earth orbit 

Changes in microbial membranes inevitably aff ect their 
communications with hosts. Studying the impact of altered 
bionanostructures on the host in vitro and in vivo scenarios 
will be a vital task of aerospace medicine in developing new 
solutions for the intestinal microbiota health in astronauts’ 
bodies. In our project, we show that, despite the change 
in the structure of cell membranes, MEVs isolated from 
the exposed ISS KMC samples in the BIOMEX project 
did not show endotoxicity, cytotoxicity, and possibly 
neuromodulation [31]. Treatment of murine embryonal 
fi broblasts and macrophages by MEVs/KМС at 0.05—
50.0  μg/L concentrations did not aff ect cell growth [31]. 
Th e level of metavesicleome endotoxin activity from post-
fl ight unprotected KMC samples was six times lower than in 
E. coli. Th e levels of endotoxin activity of MEV/K. oboediens 
from protected and unprotected KMC samples were almost 
the same as the activity of the reference KMC MEVs. 
Membrane vesicles of post-fl ight KMCs did not increase the 
L-[14C] glutamate neurotransmitter level in synaptosome 
suspensions in the nerve terminals of the rat brains, i.e., they 
do not acquire neuromodulation capacity [26].

Th e changed composition of cell membranes 
promoted changes in the MEV fi tness

Biochemical characterization of the MEV-associated 
enzymes revealed increased activity (DNAses, dehydroge-
na ses) when exposed to the space/Mars-like stressors 

Fig. 2. Scanning electron micrographs of extracellular membrane vesicles (MEV) (a, b, c) generated from the kombucha multimicrobial 
community (KMC). MEV populations of the native (reference) KMC (a); the MEV populations of KMC samples, which were exposed 

on the the International Space Station in the astrobiological experiment BIOMEX (b, c) (an arrow indicates MEV aggregation). 
Kombucha’s microbiome in confocal laser scanning microscopy (D). Scale bar: a — 200 nm; b — 1 μm; c — 200 nm; d — 10 μm [26]
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simulated on the ISS (E-MEV)s compared to wild-type 
MEVs. Th e role of the enzyme-associated MEVs from 
food-grade bacteria in human health and disease is not 
completely clear, particularly aft er stressful factors (chan-
ged gravity and atmosphere, UV-radiation) in the context 
of astronauts’ diet. We researched E-MEVs of K. oboediens 
isolated from exposed KMC samples to know more 
about their behavior with biomolecules and mammalian 
cells. A proteogenomic approach predicted membrane 
translocation by the Sec translocon for RNase I and a 
periplasm location in the K. oboediens MEVs, and it was 
experimentally approved [46] (Fig. 3, a). 

A series of in vitro experiments on the RNA cleavage, 
DNA and RNA transcription inhibition and cytotoxic 
assay with MEVs/Komagataeibacter were conducted. We 
concluded that the behavior of MEVs in bacteria before and 
aft er an impact of stressful conditions diff ered, relying on 
diff erences in associated nucleolytic activity, the inhibitory 
capabilities against the T7 bacteriophage RNA polymerase 
and Taq DNA polymerase, and in a cytotoxic eff ect, despite 
just minor changes in genomes (Fig.  3, b, I, II). Th e in 
vitro inhibition of RNA and DNA transcriptions was less 
pronounced in E-MEVs than in vesicles of the ground-
based strain. It correlated with a lower RNase activity and 
a loss of cytotoxicity towards human malignant cells, even 
fi ve years aft er the spacefl ight. Th e general conclusion was 
that Komagataeibacter’s MEV-associated activities were 
modifi ed aft er exposure to the ISS and inherited in a non-
genetic manner, relying on the comparative genomic data 
[47] (Fig. 3, c).

Vesicles exposed to space / Mars-like factors 
acquired the capacity to fuse with 

eukaryotic-like membranes
Aft er long-term exposure to the harsh environment, 

the membranes of bacteria within the KMC were changed 
as they were the fi rst line in stress resistance. In the study 
by [48], we describe the acquired capacity  of E-MEVs 
from K. oboediens to fuse to diff erent types of model 
planar bilayer lipid membranes simulating eukaryotic 
ones in comparison with the unchanged MEVs of the 
ground-based reference strain. Th e most reliable fusion 
was achieved with PC:PE:ergosterol or sterol-free PC:PE 
bilayers [48]. Separate step-like increases in its conductance 
confi rmed the fusion of E-MEVs with planar bilayer lipid 
membranes. In contrast, the ground-based reference 
K. oboediens MEVs never induced the fusion event. In 
our study, except membrane lipidome perturbations, we 
showed increased protein aggregation in the exposed 
samples when the outer membranes of K.  oboediens 
acquired fusion capability, possibly by altered membrane 
fl uidity and the pore-forming capability (Fig.  4). Th ese 
data can be used to design vehicles for effi  cient delivery of 
drugs/biologicals to host cells.

In vivo interaction of K. oboediens MEVs 
with murine cells 

Th e next step in the study of the eff ect of modifi ed 
E-MEVs on the host was the labeling and introduction of 
them into the mouse body to observe the fate of bacterial 
vesicles in vitro murine cells and in vivo in the mouse body. 
Th e purifi ed E-MEVs of K. oboediens were stained with 
the lipophilic dye DIO (Benzoxazolium, 3-octadecyl-2-
[3-(3-octadecyl-2(3H)-benzoxazolylidene)-1-propenyl]-
perchlorate, λEx/λEm (MeOH) = 484/501 nm (488/530) 
(Fig. 5, a), and stained washed MEVs were introduced fi rst 
into murine fi broblasts. Stained vesicles almost wholly 
fi lled the contents of the cells, except nuclei (Fig. 5, b).

Fig. 3. Eff ects of membrane vesicles of Komagataeibacter 
spp. isolated from the post-fl ight kombucha microbial 

community (KMC) pellicle samples on the in vitro interactions 
with biomolecules: a — polynucleotide complexes generated 

aft er interacting Komagataeibacter oboediens vesicles with 
a linearized plasmid DNA. Vesicles of K. oboediens IMBG185 

exposed to space / Mars-like factors do not interact with DNA in 
contrast to vesicles from reference strain K. oboediens IMBG180, 
as seen in the diff erence of DNA fragments mobility in agarose 
gel; b — I, II, the T7 bacteriophage RNA polymerase and Taq 

DNA polymerase were inhibited by higher vesicle concentration 
for exposed bacteria; c — a survival rate of human in vitro cells 

К-562 of chronic myeloid leukemia aft er co-cultivation with 
diff erent concentrations of vesicles from exposed K. oboediens 

IMBG185 in comparison with ground reference strain IMBG180 
and Serratia marcescens IMBG291 vesicles [46]
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Fig. 4. Schema describes the acquired capacity of vesicles generated from bacteria exposed to space/Mars-like stressors simulated on 
the International Space Station to fuse to model planar bilayer lipid membrane [48]

Fig. 5. Interaction 
of Komagataeibacter oboediens 

E-MEVs with mouse cell 
cultures in vitro (a, b) and 
in vivo (c, d). Labeled with 

lyophilic dye E-MEVs (a) enter 
murine in vitro fi broblasts (b), 

peritoneal macrophages (c), and 
fi broblasts (d). Scale x 100
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Marked vesicles were injected into the mouse perito-
neal cavity, and the prints within the entire surface area 
of the abdominal cavity were made aft er two hours in 
euthanized animals. Th e introduced E-MEVs were densely 
distributed not only at the injection site but over the entire 
surface of the cavity, as seen in prints under a fl uorescent 
microscope. In addition, macrophage and fi broblast cells 
were isolated, and green fl uorescence was observed inside 
them using the microscope’s blue fi lter (Fig.  5,  c,  d). In 
summary, modifi ed under spacefl ight vesicles densely 
colonize the abdomen aft  er the intraabdominal injection; 
however, macrophages clean up the cavity from alien nano-
structures. Future research on GRAS microbe-derived 
MEVs is needed to understand their systemic spread in 
animal’s body and their fate there.

Conclusion
While the use of live microbial organisms during 

spacefl ights is being debated, MEVs from probiotic and gut 
commensal bacteria or GRAS communities like kombucha 

could be effi  cient in protective mucosal immunization 
through various routes, as well as in the restoration of the 
gut microbiota. Th e mucosal vaccine can be produced in 
situ using MEVs generated from safe, rationally selected 
microbial organisms for microbiome targeting. Studies with 
KMC/Komagataeibacter’s MEVs have shown that there is a 
reason to believe that they are safe, and the use of these MEVs 
might be benefi cial in training the nascent immune system 
and downregulating infl ammations. MEV-based products 
are expected to avoid the risks associated with administering 
live bacteria. Th ey can be considered the interim stage of the 
probiotic use to prevent crewmember health disorders until 
probiotics safety is proven. Furthermore, bacterial MEVs 
could also be used as suitable drug/gene delivery vectors 
for the in situ production and applications in aerospace 
medicine. Future research on GRAS microbe-derived 
MEVs is needed to open new possibilities for crews using 
bio active therapeutic molecules in space missions. 

Funding this work was supported by the National Aca-
demy of Sciences of Ukraine (grant 49/1).
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THE PLANT CELL SIGNALLING SYSTEMS INVOLVED 
IN ADAPTATION TO MICROGRAVITY 

A. Yemets, S. Plokhovska, R. Shadrina, O. Kravets, Ya. Blume
Institute of Food Biotechnology and Genomics of the NAS of Ukraine

As plants are essential components of bioregenerative life 
support systems for astronauts in spacecraft , understanding 
their response to microgravity and their ability to develop 
stress resistance and adapt to spacefl ight factors is crucial 
for the advancement of space biology. Furthermore, within 
the confi ned environment of a spacecraft  cabin, plants 
are exposed not only to microgravity but also to another 
signifi cant stressor: ionizing radiation. Given the additional 
stress of ionizing radiation in spacecraft  cabins, we 

investigated its eff ect on plants as a separate factor, as well 
as its combined eff ects with simulated microgravity using a 
clinostat. Building on our previous studies that established 
the importance of autophagy for plant adaptation to 
microgravity, we aimed to further explore this process 
under combined radiation and microgravity stress [1—3]. 
Our research demonstrated that simulated microgravity 
induces autophagy, a cellular recycling process involving 
the reorganization of microtubules during autophagosome 

Fig. 1. Induction of autophagy by clinostating conditions on A. thaliana root cells: a—f roots treated with LysoTracker™ Red for 
visualization of autophagosomes in epidermal cells of the transition zone; g — l cells of the transition zone A. thaliana transgenic 

line with GFP-ATG8a-labeled autophagosomes (indicated by arrows). Вar — 20 μm
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formation. To investigate this process further, we analysed 
α-tubulins, the expression of β-tubulins, and the ATG8 
gene [3, 5, 7]. Given the critical role of autophagy in stress 
resistance and adaptation, studying this process becomes 
especially relevant for developing methods to enhance 
plant resilience to microgravity conditions, which was 
the goal of our further research. While modifi cations to 
signalling pathways, particularly those involving nitric 
oxide (NO), have been shown to enhance plant stress 
resistance [5, 7, 8], the role of NO in microgravity adap-
tation, including its potential involvement in autophagy 
induction, remains unexplored. Th erefore, our study 
aimed to further investigate the role of autophagy in 
plant stress tolerance mechanisms under microgravity 

and explore methods to enhance plant resilience to these 
conditions. Th e main results of these studies are presented 
in the papers [3, 5, 7, 8].

Clinostat-induced development of autophagy 
as an adaptive and cell homeostatic factor 

for strengthening stress resistance
Clinostat-induced development of autophagy was studied 

in wild-type and transgenic (GFP-ATG8a) A. thaliana root 
cells. A combination of methods was used to more accurately 
detect the development of autophagy in A.  thaliana roots 
induced by simulated microgravity. For this, 6-, 9-, and 
12-day-old WT seedlings were treated with LysoTracker™ 
Red (LTR) dye, and plants of the GFP-ATG8a line grown 
under the same conditions were used for parallel screening 
for the induction of clinostat-mediated autophagy (Fig. 1), 
as LTR can also stain diff erent types of acidic organelles. 
It should be noted that individual autophagosomes were 
observed in root cells even in control plants, although their 
number increased during clinostating. On the 6th and 9th 
days of simulated microgravity (Fig. 1, a, d), the epidermal 
cells of the root transition zone showed an increase in 
auto phagosome numbers compared to control conditions 
(Fig. 1, b, e), where autophagosomes were scarce. By the 12th 
day (Fig. 1, f), only a small number of autophagosomes remai-
ned in the root transition zone. Th ese observations suggest 
that plants may be adapting to the stress of microgravity. 

Similar dynamics of autophagy development were 
confi rmed in the transgenic A. thaliana (GFP-ATG8a) line 

Fig. 3. Changes like cell packaging (a, b) 
and the spectrum of chromosomal 
aberrations in the root meristem of 

P. sativum seedlings irradiated at doses 
from 2 to 6 Gy: a, c — control, d—k — 

single and double chromosomal bridges 
as well as multi-aberrant telophases 

mitosis Staining: acetic carmine (c, d, g, j), 
methylene blue (a, b, e, f, h, i). Scale: 30 

μm (a, b), 10 μm (c—j)

Fig. 2. Number of autophagosomes in plants of the transgenic 
GFP-ATG8a A. thaliana line aft er 12th day cultivation under 
clinostating condition. Th e signifi cance level of the observed 

diff erences (p) in the number of autophagosomes per cell 
(n = 30) is indicated above the error bars (STD)
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(Fig. 1, g—l), and these results were further corroborated 
statistically (Fig. 2). Th e number of autophagosomes (per 
cell) in clinostated plants increased by nearly 100% on 
the 6th day compared to the control. Th is density then 
decreased, and by the 12th day, the number of auto-
phagosomes in clinostated and control plants became 
statistically indistinguishable (Fig. 2). Th ese fi ndings sup-
port the observed gradual adaptation of plants to simulated 
microgravity, evidenced by the decrease in root cell auto-
phagosomes during later growth stages.

Th e impact of ionizing radiation as a concomitant 
factor of space fl ights. Induction of homeostatic 

mechanisms in plant meristematic tissues
Th is study investigated the combined eff ects of simulated 

microgravity (clinostating) and gamma irradiation on 
autophagy induction in pea (Pisum sativum) seedlings, 
potentially mimicking an additional stress factor experienced 
during spacefl ight. Th e eff ects of gamma radiation doses 
relevant to spacecraft  cabins (1 to 6  Gy) were studied on 
plant development and root apical meristem cytogenetics. 
Gamma irradiation caused dose-dependent changes in 
plant growth and the topology and cytogenetic state of the 
root apical meristem. (Fig. 3). Pea seedling apical meristems 
exhibited increased cell line heterogeneity aft er 2 Gy gamma 
irradiation. Th is heterogeneity became more pronounced 
at higher doses (4—6  Gy), coinciding with an increased 
burden of chromosomal aberrations (single / double bridges, 
fragments) and programmed cell death (PCD) indicators 
in cells and tissues (Fig.  3). Multi-aberrant cells and 
micronuclei were less frequent. (Fig. 3, g—j). Proliferative 
death of multi-aberrant cells emerged as the dominant form 
of PCD (programmed cell death) following irradiation. Th e 
frequency of chromosomal aberrations increased linearly 
up to 4  Gy radiation exposure. However, at higher doses 
(4—6 Gy), this increase plateaued at around 30% aberrant 
anaphases, likely due to a combined cytostatic eff ect 
(inhibition of cell division) and PCD.

While the combined exposure of 2 Gy radiation and 
clinostating did not signifi cantly impact the growth 
and morphogenesis of Arabidopsis thaliana main roots, 
reorientation of cortical microtubules in the distal growth 
zone was observed in seedlings of the AtGFP-MAP4 line. 
Interestingly, the combined exposure initially triggered a 
signifi cant increase in autophagosome numbers in the root 
tips of 7-day-old seedlings (24  hours aft er irradiation). 
However, this increase was followed by a decrease in 
autophagosomes in 10-day-old seedlings (4  days aft er 
irradiation) compared to the non-irradiated control group. 
Gamma radiation exposure triggers dose-dependent chan-
ges in the root apical meristem, impacting its topology, 
cytogenetics, and physiology. Th ese changes include 
increa sed heterogeneity of cell populations, a higher 
burden of chromosomal aberrations and programmed 
cell death (PCD) in cells and tissues, and enhanced 
autophagy activity. Notably, the frequency of chromosomal 
aberrations plateaus at higher radiation doses due to a 
combined cytostatic eff ect and PCB. Th is plateau could 
indicate the activation of homeostatic mechanisms and 
adaptation processes within plant meristematic tissues.

Development of ways to increase plant stress resistance 
to microgravity conditions. Th e involvement of nitric 
oxide in the regulation of root system morphogenesis 

and the development of autophagy
 Nitric oxide (NO) exhibits diverse eff ects in plants due 

to its interaction with various molecular targets and the 
formation of physiologically active metabolites [8]. It can act 
as both a protector (through antioxidant activity) and a free 
radical generator and plays a key role as a signalling molecule 
under various stress conditions. However, the involvement 
of NO in plant adaptation to microgravity, particularly its 
potential role in regulating autophagy, remains unexplored. 
Th erefore, this study aimed to investigate the role of NO 
in regulating seedling growth and autophagy development 
under simulated microgravity using exogenous NO donors 

Fig. 4. Eff ect of SNP/cPTIO on 
the growth of the main root of 

A. thaliana seedlings under control 
and clinostating conditions



58

and scavengers. Th e main results of these studies were 
published by us in works [5, 8, 9].

In particular, sodium nitroprusside (SNP), a nitric 
oxide (NO) donor, in the concentration range of 100 to 
1000  μM, had a stimulating eff ect on seedling growth 
and enhanced their tolerance to simulated microgravity 
conditions (clinostating) (Fig. 4). Interestingly, the optimal 
concentration of NO for growth under clinostating 
(100 μM) was lower compared to the horizontal control 
(500 μM), potentially caused by NO’s contribution to the 
formation of reactive oxygen species (ROS). Conversely, 
seed treatment with PTIO, a nitric oxide scavenger, had 
a concentration-dependent negative eff ect, retarding root 
growth (Fig. 4). Seedlings treated with SNP (a nitric oxide 
donor) exhibited an increased abundance of root hairs in 
the diff erentiation zone of the root apex compared to the 
control (Fig. 5). Conversely, treatment with cyclopropyl-
[(isothiocyanate)-aminocarbonyl]methyl ester (cPTIO), a 
nitric oxide scavenger, inhibited the initiation and growth 
of root hair primordia in both control and clinostated 
seedlings. Th ese results suggest that nitric oxide plays a 
role in root hair formation.

One possible mechanism involves NO interaction with 
other hormones, such as auxin. Th e balance between these 
signalling molecules might be crucial for processes like 
root gravitropic bending.

Th e intracellular content of nitrites (NO2
–) 

and localization of NO in root apex tissues
Th e NO content was determined according to standard 

methods with modifi cations [8]. Th e method is based on 
the quantitative determination of nitrites using the Griess 
reagent aft er the formation of nitrite from endogenous NO. 
Th e concentration of nitrites (μg/ml crude substance) was 
determined in 6- and 9-day-old seedlings of A. thaliana, the 
seeds of which were treated with 500 μM SNP or cPTIO. 
Our results showed that endogenous NO levels increased 
by 1.5-fold in control plants and by 1.8-fold in clinostatic 
plants treated with SNP compared to controls (Fig.  6). 
Th is NO level increase was transient, gradually decreasing 
by day 9. Th is decline could be due to the depletion of the 
stimulated NO pool or indicate plant adaptation to altered 
gravity. Furthermore, cPTIO treatment signifi cantly reduced 
endogenous NO levels in both control and clinostatic plants. 
Moreover, clinostat-induced NO production was suppressed 
by the NO scavenger treatment, highlighting its role in the 
response to simulated microgravity. DAF-FM DA staining 
revealed stronger fl uorescence in epidermal cells and root 
hairs of plants grown under simulated microgravity (Fig. 7), 
suggesting elevated NO levels. SNP seed treatment, which 
increases NO levels, resulted in further enhanced fl uores-
cen ce intensity, particularly under clinostating conditions 
(statis tically signifi cant). Conversely, cPTIO treatment (an 
NO scavenger) caused a decrease in fl uorescence intensity 
in epidermal tissues and root hairs. Th ese results, along with 
the observed changes in endogenous NO levels, support the 
involvement of NO in plant responses to altered gravity.

Th e stimulating eff ect of NO is likely linked to its interaction 
with reactive oxygen species (ROS). Th is interaction may 
enhance redox homeostasis, a balanced cellular state crucial 

Fig. 5. Eff ect of SNP/cPTIO seed treatment (1000 μM) on the formation of root hairs of the root apex of A. thaliana seedlings: a — 
control, b — clinostating, c — control + SNP, d — clinostating + SNP, e — control + сPTIO, e — clinostating + сPTIO. Scale bar: 100 μm

Fig. 6. Endogenous NO content in A. thaliana seedlings under 
the conditions of clinostating and SNP/cPTIO treatment 
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for plant health. Under simulated microgravity, plants 
may activate antioxidant defence mechanisms, including 
increased activity of antioxidant enzymes and glutathione 
content. However, microgravity can also disrupt this balance 
by increasing NO production and reducing its buff ering 
capacity, potentially harming cells.

Th e infl uence of nitric oxide on the development 
of autophagy in the cells of the root apex A. thaliana

Autophagosome visualization in root tip cells began with 
6-day-old seedlings, coinciding with the observed induction 
of autophagy (Fig.  8). As previously noted, plants grown 
under simulated microgravity (clinostating) exhibited an 
initial increase in the number of autophagosomes within root 
cells, followed by a gradual decrease during further growth. 
To elucidate the role of NO in autophagy development, we 
employed an NO donor and scavenger. NO donor treatment 
led to enhanced autophagy development in epidermal cells 
of clinostat-grown plants. Treatment with the NO scavenger 
cPTIO slightly inhibited seedling growth, particularly 
under clinostating conditions. Interestingly, this coincided 
with an increased accumulation of autophagosomes in 
root epidermal cells.

Our fi ndings suggest a potential molecular link between 
NO signalling and autophagy under stress conditions. In 
plants, the main biologically active form of NO, S-nitroso 
glutathione (GSNO), is regulated by GSNO reductase 
(GSNOR), a key enzyme controlling NO signalling. NO can 
modify proteins through a process called S-nitrosylation. 
In Arabidopsis thaliana, NO-mediated S-nitrosylation of 
GSNOR1 at a specifi c site (Cys-10) triggers a conformational 
change that allows it to interact with a protein called 
ATG8, which is crucial for autophagy. Th is interaction 
leads to GSNOR1 being targeted to autophagosomes 
for degradation [8]. Th erefore, this mechanism suggests 
how NO signalling, through S-nitrosylation of GSNOR1, 
regulates selective autophagy under stress conditions.

Study of the eff ect of melatonin and the combined 
action of melatonin and NSP on plant development 

under clinostating conditions
Melatonin (N-[2-(5-methoxy-1H-indol-3-yl)ethyl] 

ethanami de), a versatile bioregulator and antioxidant, 
safe guards plants against abiotic stress by scavenging free 
radicals, maintaining cellular redox balance, and regulating 
stress-response genes. Interestingly, melatonin’s eff ects on 
ROS generation appear complex, with reports of suppression 
and enhancement. Th is study investigated melatonin’s 
stress-protective properties under simulated microgravity 
conditions (clinostating) to understand its role in plant 
responses to spacefl ight-like environments [10]. Arabidopsis 

Fig. 8. Visualization of autophagosomes in cells of the root of 
A. thaliana on the 6th day of cultivation under clinostating condi-

tions: a — control; b — clinostat; c — clinostat/SNP; d — clinostat/
сPTIO. Staining: LysoTracker™ Red DND-99. Scale bar: 20 μm

Fig. 7. Tissue localization of NO in the 
epidermal cells of the root apex and root hairs 

of A. thaliana on the 6th day of cultivation 
(on the left ). Scale bar: 100 μm. Eff ect of 
SNP/cPTIO treatment on fl uorescence 
intensity in root apex epidermal cells 
(on the right). Staining: DAF-FM DA
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seeds were germinated on a horizontal clinostat (simulating 
microgravity) or under stationary conditions (control) for 
10—12 days at 22 °C aft er a 24-hour treatment with mela-
tonin solutions at concentrations of 3, 4.5, and 6 mg/ml. 
Melatonin treatment at all investigated concentrations 
(3, 4.5, and 6 mg/ml) signifi cantly promoted the growth 
and development of Arabidopsis thaliana roots in both 
control and clinostatic conditions (Fig. 9). Seedlings also 
exhibited increased vegetative biomass accumulation.

Melatonin and NO are known to interact in plants, 
infl u encing responses to abiotic stress [11]. Melatonin’s 
pro tective eff ects include scavenging NO and other free 
radicals, along with inhibiting NO production. However, 
the mechanisms underlying their interaction during simu -
lated microgravity (clinostating) are unclear. Th is stu dy 
in vestigated the combined eff ects of melatonin and NO 
on plant growth under clinostating conditions. Melato nin 
treat ment (6 mg/ml) combined with NO donor (SNP) at 

Fig. 9. Th e eff ect of melatonin 
treatment on the growth of 
the main root of A. thaliana 
seedlings under clinostating 

and control conditions. 
Abbreviation: Mel — melatonin

Fig. 10. Combined eff ect of 
melatonin and NO (SNP) on 

plant growth under clinostating 
and control conditions
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200 μM stimulated root growth in both control and cli no  stat 
conditions (Fig. 10). Interestingly, a higher SNP con cent  ra-
tion (500 μM) inhibited growth in clinostat plants compa-
red to controls and melatonin treatment alone (Fig. 10).

Our fi ndings suggest melatonin acts as a potential 
stress protectant in plants by acting as a direct scavenger 
of hydroxyl radicals and other reactive oxygen species 
(ROS), while also regulating endogenous nitric oxide 
(NO) levels, a key signalling molecule in stress responses. 
Melatonin’s protective eff ects seem to involve two opposing 
mechanisms aff ecting NO. It can act as a scavenger of NO 
and peroxynitrite, while also potentially suppressing NO 
production and NO synthase activity. However, melatonin 
can also stimulate the arginine pathway, leading to NO 
accumulation and increased NO synthase activity. 

Our fi ndings highlight the importance of regulating 
endogenous nitric oxide (NO) in plant responses to simulated 
microgravity, suggesting the potential for manipulating 
plant development using melatonin and NO signalling for 
enhanced adaptation and stress resistance [10]. Th is da-
ta paves the way for further research on improving plant 
resilience during spacefl ight conditions.

Conclusion
Th is study has signifi cantly advanced our understanding 

of the cellular and molecular mechanisms underlying stress-
induced autophagy in plants. Autophagy, a self-recycling 
process, emerges as a critical adaptation mechanism for 

plants under stress conditions like simulated microgravity. 
Th ese fi ndings provide a valuable foundation for further 
research exploring the potential of induced autophagy to 
enhance plant stress resistance during spacefl ight.

Th e research also highlights the potential of melatonin 
as a stress protectant. Melatonin acts as a direct scavenger 
of harmful free radicals and regulates endogenous nitric 
oxide (NO) levels, a key player in plant stress signalling. Our 
results demonstrate that melatonin treatment can enhance 
plant adaptation capabilities under simulated microgravity.

Furthermore, by employing effi  cient NO donors and 
sca vengers, the study clarifi es the role of NO in mediating 
plant responses to microgravity stress. Th is knowledge will 
be instrumental in developing strategies to improve plant 
adap tation during spacefl ight. Ultimately, this research has 
the potential to solve challenges associated with growing 
plants in closed life support systems for long-duration 
space missions.
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Introduction
Over the past decades, a number of molecules and 

various signatures of interstellar dust have been discovered 
in diff erent environments with the help of astronomical 
observations. Most of the dust that determines the physical 
and chemical characteristics of the interstellar medium 
is formed in the outfl ows of asymptotic giant stars and is 
further processed when these objects become planetary 
nebulae. In 2010, a study of the infrared spectrum of the 
environment of the planetary nebula Tc 1 revealed the 
radiation of cold and neutral fullerenes C60 and C70. Th ese 
two molecules accounted for several percent of the available 
space carbon in this region, indicating that under certain 
conditions fullerenes can be effi  ciently formed in space [1]. 
Data obtained in 2012 using the infrared spectrograph on 
the Spitzer Space Telescope fi rst provided evidence for the 
presence of fullerene C60 in the solid phase of a XX Oph 
binary system consisting of a late (M7III) giant and an early 
(B0V) star. Th e hot star of this system is a sub dwarf B, 
which is surrounded by an ionized shell and a fullerene C60-
containing shell, presumably in the shape of a disk [2]. At the 
end of 2015, a group of Swiss and German researchers, led by 
John Mayer from the University of Basel, managed to prove in 
laboratory conditions the presence of fullerene C60+, which 
had a positive charge, in interstellar space. fullerene C60+ 
ions were analysed in the gas phase at a temperature of 5.8 K. 
Th e obtained spectra in the infrared region exactly coincided 
with two diff use interstellar lines. According to the study, up 
to 0.9% of cosmic carbon can exist in this form [3]. In 2019, 
the results of the analysis of infrared spectra obtai ned with 
the help of the Hubble space telescope conclusively proved 
the existence of fullerene C60+ in the interstellar medium. 
Th e ratios of wavelengths and band strengths were found 
to be quite similar to those determined in the laboratory 
experiments. Th is confi rmed the hypothesis that large 
carbon-containing molecules can form and exist in the 
interstellar medium, and are also candidates for explaining 
many diff use interstellar absorption bands [4].

Since its discovery, fullerene C60 has attracted the atten-
tion of biologists due to its unique chemistry and potential 
biological applications. It has relatively large size (~0.7 nm), 
hollow sphere architecture, wide electrical conjugation, 
electrophilicity, symmetry and ability to accumulate in bio-
lo gical tissues. All these facts create unique opportunities 
for fullerene C60 applications in a wide range of fi elds 
from materials science to medicine.

Fullerene C60 has also attracted considerable attention 
due to its potential as an antioxidant and scavenger of ROS 
(reactive oxygen species) [5]. Fullerene C60 derivatives have 
been shown to scavenge a number of free radicals, inclu ding 
superoxide and hydroxyl radicals [6]. It has also been shown 
that various fullerene C60 derivatives can localize in the mito-
chondrial membrane and so fullerene C60 can aff ect mito-
chondrial function in vitro [7], and it has been suggested that 
fullerene C60 can localize in the mitochondrial membrane 
in vivo and detoxify mitochondrial ROS. Hypothetically, 
this should prevent cellular damage and mitigate the long-
term toxicity of mitochondrial ROS, perhaps even extending 
healthy life spans. Th e latter according to the mitochondrial 
and free radical theories of aging proved to be signifi cant 
contributors to human longevity.

One of the most striking results regarding the in vivo 
eff ects of fullerene C60 was a study that showed that a group 
of rats which were injected with fullerene C60 dissolved 
in olive oil (C60-OO) from a young age had an extended 
average life span (a 90% increase) compared to rats injected 
with olive oil (OO) or control ones without any injected 
compounds [8]. However, another study provided evidence 
of deleterious eff ects of fullerene C60 on mouse embryos in 
vitro and in vivo [9], while a number of studies focused on 
the protective properties of fullerene C60 in specifi c injury 
models [10, 11]. Rodent lifespan studies were also conducted 
using fullerene derivatives, carboxyfullerenes, which have 
important physical and chemical diff erences from fullerene 
C60. Mice treated with carboxyfullerene lived 11% longer 
than control mice with improved cognitive performance [12].

Th us, studies have revealed diverse eff ects of fullerene 
C60 in vitro and in vivo. Th e potential ability to extend 
life, and the discrepancy in the results obtained, possible 
toxic eff ects under certain conditions, especially under the 
conditions of long-duration space missions, require further 
research which is extremely valuable.

It should be emphasized that during long-term manned 
space missions, one of the possible causes of brain dys-
function may be the infl uence of planetary and interstellar 
dust, the composition and properties of which, as well as the 
impact on human health, in particular, the neurotoxic eff ect, 
have not been suffi  ciently studied [13, 14]. It has been shown 
that lunar dust particles were absorbed by spacesuits and 
entered space stations [15, 16]. As a result of direct contact 
with lunar dust particles during several Apollo missions, 
irritation of the eyes, respiratory tract and skin of astronauts 
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were observed. Lunar dust as well as nanoparticles have 
been shown to cause infl ammation [17], which is known 
to alter the permeability of the blood-brain barrier [18]. 
Th e neurotoxic eff ect of nanoparticles can be realized by 
inhibiting neurotransmitter synthesis, changing the fl ow 
of ions through cell membranes, blocking the transport 
of neurotransmitters in the nerve terminals of the brain.

Th e aim of our study was to assess the acute neuro-
toxicity of component of planetary dust fullerene C60 
(the com mer cial compound from Sigma, USA). Th is goal 
was realized by evaluating one of the key characteristics 
of synaptic neuro transmission using presynaptic nerve 
terminals (synaptosomes) isolated from the cortex regions 
of the rat brain. Th e extracellular level of radioactively 
labelled neurotransmitters L-[14C]glutamate and gamma-
amino bu  tyric acid ([3H]GABA) was studied in nerve 
terminals. It should be noted that glutamate and GABA 
are key fast excitatory and inhibitory, respectively, neuro-
trans mitters in the central nervous system. Impaired 
transport and ho meostasis of glutamate and GABA cont-
ri butes to neuronal dysfunction and the pathogenesis of 
major neurological disorders.

Materials and Methods
Materials

Th e following reagents were used in the work: HEPES 
(N-2-hydroxyethylpiperazine-n-2-ethanesulfonic acid), 
EGTA, EDTA, Ficoll-400, aminooxyacetic acid, glutamate, 
fullerene C60, scintillation fl uid Sigma-Fluor® High Per-
for mance LSC Cocktail, components of the incubation 
medium for nerve terminals — “Sigma”, USA; [3H]GABA, 
L-[14C]glutamate, Perkin Elmer (USA).

Ethical norms
All experiments were performed in accordance with the 

“Rules for Conducting Work Using Experimental Animals” 
approved by the Commission for the Care, Maintenance 
and Use of Experimental Animals of the Palladin Institute 
of Biochemistry of the National Academy of Sciences of 
Ukraine (Protocol No. 1 dated January 14, 2020). Th e 
research was conducted on white male Wistar rats. Rats 
were kept on a standard vivarium diet.

Isolation of the purifi ed fraction of synaptosomes 
from the brain of rats

Synaptosomes were isolated according to the Cotman 
method [19]. Rats weighing 150—200 g were used in 
the experiments. Th e cortex region of the brain was 
taken from decapitated animals. To obtain the fraction 
of synaptosomes, a 20% homogenate was prepared using 
a glass Potter homogenizer (gap 0.2 mm). Th e isolation 
medium contained 0.32 M sucrose, 5 mM HEPES-NaOH 
pH 7.4, 0.2 mM EDTA. Th e homogenate was centrifuged 
at 2  500  g for 5  min for separating nuclei, blood vessels, 
and destroyed nerve cells. Further centrifugation of the 
supernatant at 12 000 g for 10 min made it possible to obtain 

a “coarse” mitochondrial fraction containing mitochondria, 
synaptosomes, and myelinated remnants. Th e pellet was 
resuspended in isolation medium and applied to a Ficoll 
gradient containing 13%, 6%, 4% Ficoll prepared in iso-
lation medium and centrifuged at 70 000 g for 45 min on 
the bucket rotor. Th e fraction of synaptosomes obtained in 
the interphase between 13% and 6% Ficoll solutions was 
collected, diluted with isolation medium 1:4 and centri-
fuged at 15 000 g for 20 min. Th e resulting sediment was 
suspended in a medium containing in mM: NaCl 126, KC1 5, 
MgCl2 1.4, NaH2PO 1.0, HEPES 20, pH 7.4, D-glu co se 10. 
All operations were carried out at 0—4 °C. 

Determination of the extracellular level of L-[14C]
glutamate in the preparation of synaptosomes

Th e suspension of synaptosomes was diluted with 
standard saline up to 1 mg of protein/ml, and aft er 10 min of 
pre in cubation at 37°C, it was loaded with L-[14C]glutamate 
(500 nM, 238 mCi/mmol) in the standard saline for 10 min. 
Aft er that, the suspension of synaptosomes was washed with 
10 volumes of the standard saline solution and diluted to a 
concentration of 1 mg protein/ml and immediately used to 
determine the release of L-[14C]glutamate from synapto-
somes. Aliquots (120 μl; 25—30 μg of synaptosomes loaded 
with L-[14C]glutamate) were preincubated for 10  min at 
37  C, then an aqueous suspension of fullerene C60 was 
added at concentrations of 0.05—1.00  mg/ml. Th e ex tra-
cellular level of L-[14C]glutamate was determined as the un-
sti mulated release of L-[14C]glutamate from synaptosomes 
in a calcium-free media in 6 min. Th e suspen sion of synap-
tosomes was rapidly precipitated in an Eppen dorf micro-
centrifuge at 10 000 g for 20 s. Aliquots of the supernatant 
(90  μl) and sodium dodecyl sulfate-solu bilized precipitate 
(90  μl) were mixed with Sigma-Fluor® High Performance 
LSC Cocktail scintillation liquid (1.5 ml) and radioactivity 
was determined using a Hidex 600SL scintillation counter 
(Finland). Th e extracellular level of L-[14C]glu tamate was 
calculated as % of the total content of radioactively labelled 
L-[14C]glutamate accumulated in synaptosomes [20].

Determination of the extracellular level of [3H]GABA 
in the preparation of synaptosomes

Synaptosomes (2 mg protein/ml) in the standard saline 
solution containing 10  μM aminooxyacetic acid were 
incubated for 5 minutes at 37 C in the presence of 5  10–7 M 
(0.1 Ci/ml) [3H]GABA. Aft er cooling on ice, the suspension 
was diluted three times with the saline and centrifuged at 
4000 g for 5 minutes. Th e precipitate was suspended at a tem-
perature of 4°C and a protein concentration of 1 mg/ml in 
a saline solution containing 10 μM of aminooxyacetic acid. 
Synaptosomes accumulating [3H]GABA (1 mg protein/ml) 
were immediately used to study the processes of GABA re-
lease. Aliquots (120  μl; 25—30  μg of loaded [3H]GABA 
synaptosomes) were preincubated for 10  min at 37  C, 
then an aqueous suspension of fullerene C60 was added 
at concentrations of 0.05—1.00 mg/ml. Th e extracellular 
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level of [3H]GABA was determined as the unstimulated 
release of [3H]GABA from synaptosomes in 6  min. Th e 
suspension of synaptosomes was rapidly precipitated in an 
Eppendorf microcentrifuge at 10 000 g for 20 s. Aliquots 
of the supernatant (90  μl) and sodium dodecyl sulfate-
solubilized precipitate (90 μl) were mixed with Sigma-Fluor® 
High Performance LSC Cocktail scintillation liquid (1.5 ml) 
and radioactivity was determined using a Hidex 600SL 
scintillation counter (Finland). Th e extracellular level of [3H]
GABA was calculated as % of the total content of radioacti-
vely labelled [3H]GABA accumulated in synaptosomes.

Statistics
Results are presented as mean ± SEM of n independent 

experiments. Th e diff erence between the two groups was 
compared using one-way ANOVA. Th e diff erence was 
considered signifi cant at p < 0.05. Statistical data processing, 
graphing and function calculations were performed using 
the Excel program.

Results and discussion
Na+-dependent glutamate and GABA transporters are 

key players in the termination of synaptic neurotrans  mis-
 sion and mediate the transportation of neurotrans mit ters 
into the cytoplasm and the establishment of the de fi nite 
ext ra cellular level of neuro trans mitters. Th ese transporters 
use the Na+/K+ electro chemical gradient across the 
plasma memb rane as a driving force. An increase in the 
extracellular glu ta mate concentration in the synaptic cleft  
leads to neurotoxicity and death of postsynaptic neurons 

due to excessive excitation of glutamate receptors on their 
membrane. An increase in the extracellular level of GABA 
can lead to a violation of the excitation-inhibition balance 
in the nervous system.

In our experiments, it was shown that fullerene C60 
in the concentration range from 0.05 to 0.25 mg/ml did 
not change the extracellular level of L-[14C]glutamate in 
preparations of synaptosomes.

As shown in Figure  1, A, the extracellular level of 
L-[14C]glutamate in preparations of synaptosomes was 
equal to 17.51 ± 0.46% of the total amount of radioactively 
labelled L-[14C]glutamate accumulated by synaptosomes 
in the control, 17.36 ± 0.39% in the presence of 0.05 mg/ml 
fullerene C60 [F(1,22) = 0.06; p = 0.79; n = 12]; 17.88 ± 0.51% 
in the presence of 0.10 mg/ml fullerene C60 [F(1,22) = 0.31; 
p = 0.57; n = 12], 18.58 ± 0.42% in the presence of 0.25 mg/ml 
fullerene C60 [F(1,22) = 3.24; p = 0.08; n = 12].

However, an increase in the concentration of fullerene 
C60 to 0.50 mg/ml and 1.00 mg/ml, resulted in an increa se 
in the extracellular level of L-[14C]glutamate in synapto-
some preparations, which was 35.21  ± 1.18% of the 
total amount of radioactively labelled L-[14C]glutamate 
accumulated by synaptosomes at a fullerene C60 concent-
ration of 0.50 mg/ml [F(1,22) = 212.49; p < 0.001; n = 12], 
and 37.84  ± 0.85% at fullerene C60 concentration of 
1.00 mg/ml [F(1,22) = 483.39; p < 0.001; n = 12] (Fig. 1, a).

Th e extracellular level of [3H]GABA in the preparation of 
synaptosomes also did not change in the presence of fullere-
ne C60 in the concentration range from 0.05 to 0.25 mg/ml 
and was 18.94 ± 0.29% of the total amount of radioacti-
vely labelled [3H]GABA accumulated by synaptosomes in 
the control, 18.89 ± 0.37% in the presence of 0.05 mg/ml 
fullerene C60 [F(1,22) = 0.01; p = 0.91; n = 12]; 18.96 ± 0.62% 
in the presence of 0.10 mg/ml fullerene C60 [F(1.22) = 0.0007; 
p = 0.97; n = 12], 19.68 ± 0.61% in the presence of 0.25 mg/ml 
fullerene C60 [F(1,22) = 1.29; p = 0.26; n = 12] (Fig. 1, b).

Increasing the concentration of fullerene C60 in the 
suspension of synaptosomes loaded with [3H]GABA to 
0.50  mg/ml and 1.00  mg/ml, as in the experiments with 
L-[14C]glutamate, led to an increase in the extracellular level 
of [3H]GABA, which was equal to, respectively, 21.55  ± 
± 0.46% of the total amount of radioactively labelled [3H]
GABA accumulated by synaptosomes at a concentration 
of fullerene C60 0.50 mg/ml [F(1,22) = 25.52; p < 0.001; n = 
= 12], and 22.17 ± 0.65% at fullerene C60 concentration of 
1.00 mg/ml [F(1,22) = 22.63; p < 0.001; n = 12] (Fig. 1, b).

Th us, it was shown that the component of planetary dust 
fullerene C60 in the unirradiated state at concentrations of 
0.05—0.25 mg/ml did not change the extracellular levels of 
L-[14C]glutamate and [3H]GABA in preparations of nerve 
terminals. Th erefore, fullerene C60 did not have signs of 
acute neurotoxicity in nerve terminals at these concentra-
tions. In the concentration range 0.5—1.0 mg/ml, an increase 
in the extracellular level of both neurotransmitters was 
registe red that may result in excitotoxicity and a violation of 
the excitation-inhibition balance in nerve terminals.

Fig. 1. Extracellular levels of L-[14C]glutamate (a) and [3H]
GABA (b) in preparations of synaptosomes in the presence of 
fullerene C60 at concentrations of 0.05—1.00 mg/ml. Data are 

presented as mean ± SEM; ***, p < 0.001; n.s., no signifi cant 
diff erence compared to control, n = 12
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Data from the literature indicate that fullerene C60 is 
destroyed under the infl uence of UV radiation. Polyme ri za-
tion and aggregation of fullerene aft er exposure to light were 
also reported, which indicates that multiple transformations 
can occur with fullerene C60 under these conditions [21].

Functionalized fullerene C60 derivatives have been 
investigated as antitumor photosensitizers in photodynamic 
therapy, antiviral molecules as HIV protease inhibitors, 
drug delivery vectors for peptides, genes and other large 
molecules, as well as diagnostic imaging agents as metal 
conjugates [22].

Given that fullerene C60 undergoes photooxidation, it 
can be expected that it can acquire neurotoxic properties 
in situ even at low concentrations. Th is question needs to 
be further investigated in model experiments.
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Introduction
Th e Ukrainian Hydrometeorological Institute (UHMI) 

of the State Emergency Service of Ukraine and the National 
Academy of Sciences of Ukraine is a leading Ukrainian 
research institution in the fi elds of meteorology, climatology, 
terrestrial and marine hydrology, hydrochemistry and envi-
ronmental radiation monitoring. Encompassing a broad 
variety of tasks, studies and activities, UHMI processes 
and analyzes a huge amount of data, including those 
derived from satellite missions launched to help overcome 
hydrometeorological issues.

Despite the critical importance of satellite data use during 
extreme hydrological and meteorological events, UHMI 
experts signifi cantly widened the role of remote sensing 
from just simple monitoring in Ukraine and prompt data 
processing during emergencies towards continuous research 
at diff erent spatial and time scales (including implementation 
in climatological studies), developing more understandable 
tools for public usage, and providing technologically 
complex tasks for remote sensing incorporation into 
modern NWP models and integrity with national ground-
based measurements. Th e full-scale russian invasion started 
in 2022, following the devastating consequences for the 
environment, resulting in more active and precise remote 
sensing implementation in UHMI’s usual activity.

We are presenting the recent UHMI work directions 
and developments concerning satellite data use in Ukrai-
ne. Firstly, we are focusing on a brief introduction to the 
establishment of the satellite data reception system and its 
consequent meteorological applications. Th en we describe 
the most relevant implementations of remote sensing 
in agricultural meteorology, numerical modeling, the 
atmospheric domain, and wildfi re monitoring. Th e last 
part of the paper is dedicated to some hydrological and 
marine studies, showing the importance of satellite data 
during war emergency situations.

Establishment of the satellite data reception system 
and the crop classifi cation system 

In 1994, the Laboratory of Remote Research Methods 
(now the Satellite Application Laboratory) was created 
at UHMI on the basis of the remote research group of the 
Agrometeorological Department. Th e main goal of the 
laboratory was to develop new methods of satellite data 

processing with further implementation into the operatio-
nal activities of the Ukrainian Hydrometeorological Service 
(UHS). In 2006, the laboratory’s specialists suggested 
using the newest technology for obtaining satellite data — 
EUMETCast, which was developed at the end of 2003 by the 
European Organization for the Operation of Meteorological 
Satellites (EUMETSAT). It is a technology for the quasi-
operational dissemination of digital meteorological data 
through a system of telecommunication satellites, which is 
an alternative to the traditional facility of obtaining data. 
It is based on the transmission of a digital video signal, for 
the reception of which standard, inexpensive equipment 
is used. Th us, it was possible to improve satellite data 
availability and, as a result, their eff ectiveness in use. On the 
basis of the license obtained by the UHS from EUMETSAT, 
EUMETCast data reception stations were installed in 
regional forecasting centers of Ukraine (Kyiv, L’viv, Odesa, 
Simferopol and Donetsk, Fig. 1). UHMI was the initiator of 
this work (installation of equipment and a minimum set of 
soft ware for receiving and processing data). Operational data 
received by the EUMETCast reception station at UHMI are 
available at the following link https://dat.uhmi.org.ua/map.

Traditionally, obtained satellite data are used to retrieve 
meteorological characteristics (surface temperature and 
cloud parameters, vertical profi les of air temperature and 
humidity) and control a dynamic of synoptic processes; 
therefore, a signifi cant part of the laboratory’s research 
is related to the development of methods for obtaining 
meteorological parameters of cloudiness, land surface and 
atmosphere. Based on the developed methods, the accuracy 
of the obtained parameters was assessed: the accuracy of the 
retrieval of the cloudiness is 81—96%; stratus cloudiness 
can be identifi ed with an accuracy of 85%. Retrieval of the 
temperature of the cirrus clouds using satellite data is possible 
with an accuracy of more than 90%, and their height — 85%.

Since 2008, the research in the laboratory has concentrated 
on the study of the spatial-temporal variability of the 
spectral characteristics of the main types of natural objects: 
water surface, forests, meadows, bushes, etc. A quantitative 
estimation of error classifi cation on satellite images for ma-
jor crops in Ukraine was obtained. Th e results of the study 
showed the possibility of crops detection and natural ve ge-
tation in diff erent growing seasons using high-resolution 
multispectral images that can be used to scientifi cally justify 
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the timing of eff ective satellite imaging in solving the 
problems of monitoring agricultural crops and the envi-
ron ment. It has been proven that in most cases, the proba-
bility of crops detection of individual arable fi elds in Uk-
raine by spectral features on space images is very low, but 
at the same time, there is a high probability of winter crops 
classifi cation on images (the accuracy of winter crops 
classifi cation until the middle of May is no less than 80%).

An analysis of the accuracy of crop area estimation within 
the administrative district using high spatial resolution 
satellite data during the growing season was performed 
on the experimental data. An increase in the error in 
determining the structure and area of crops was noted from 
10—15% in the spring period to 35—40% in the summer.

Based on the results, the semi-automatic crop area esti ma-
tion system for individual agricultural crops was developed 
(Fig. 2), in which the following tasks are solved step by step: 
development of the method of obtaining geo-informatio-
nal data for individual agricultural crops; development 
of classifi cation methods; determination of crop areas.

Th e method for classifi cation of multispectral satellite 
images to determine individual sowings of agricultural 
crops based on the analysis of spectral channels responses 
of satellite images was used in the developed system. Th e 
method consists of diff erent applications: Random Forest 
(RF), Support Vector Machine (SVM) and Neural Networks 
(NN) classifi ers, where the values of all spectral channels of 
cloud-free satellite images during the vegetation period are 
used as input features, followed by the determination of the 
most accurate result. Th e tools for classifi cation of agricultu-
ral crops were developed in the R environment (version 3.5.1) 
using maptools, raster, rgdal, random forest and caret lib-
raries. Th e tools consistently perform the following tasks: 
loading raster images in .tiff  format; adjusting of all rasters to 
one calculation area; creating a “stack” of rasters; an extract 
of the “stack” values within the test fi elds (the .shp fi les of 
the test fi elds are loaded beforehand); training of classi-
fi ers; and construction of the error matrix.

Th e verifi cation of the results obtained from the crop 
area estimation system was carried out (Fig. 3): the 

Fig. 1. EUMETCast reception stations 
in Ukraine installed by UHMI

Fig. 2. Flow chart 
of crop classifi cation 

system developed 
by UHMI
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lowest accuracy is observed for corn crops; the clas-
sifi cation accuracy of soybeans and spring barley is 
low for most test areas; and the most acceptable accu-
racy is typical for sunfl ower, winter wheat and rapeseed 
crops.

Satellite data usage for numerical 
weather prediction tasks

Satellite data that refl ect the physical state of the Earth’s 
atmosphere and surface, the spatial distribution of cloudiness 
and precipitation are important sources of input data for 

Fig. 3. Crop classifi cation results 
in the Kyiv region (example)

Fig. 4. USGS Land 
Use Categories in 
Kyiv Region [11]
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numerical weather prediction, its refi nement and verifi cation. 
Th e Earth’s surface features signifi cantly aff ect air circulation 
in the atmosphere, micro- and mesoscale meteorological 
processes and phenomena [1]. Th erefore, taking into 
account land surface properties is an important aspect of 
mesoscale atmospheric modeling. Th e description of land 
surface features in atmospheric models is implemented by 
splitting them into small areas and conducting a subsequent 
classifi cation of these areas. Modern LULC (land use and 
land cover) databases are built on the principle of a surface 
classifi cation within geometrically equal areas of certain spa-
tial resolution. Th e LULC defi nition includes two concepts — 
the type of land cover (LC) and the type of land use (LU) [2, 3]. 

UHMI has been working on the adaptation of the Wea-
ther Research and Forecasting (WRF) mesoscale meteo -
rological models [4] for various purposes and impro-
vement for a long time [5—7]. Together with the use of 
other methods and models, it makes it possible to create 
specialized forecas ting systems (forecasting of atmospheric 
phenomena, hydrological forecasting, forecasting of wind 
waves on the seawater area, etc.) and provides a modern 
level of hydrometeorological service [8].

Th e standard LULC database for all versions of the WRF 
model is the USGS dataset named aft er the developing 
institution — Th e United States Geological Survey [9]. Th e 
second standard LU database for WRF is the Collection 5 
MODIS Global Land Cover Type [10].

An analysis of the LU USGS’s and the MODIS IGBP’s 
categories spatial distribution over the Kyiv region was 
carried out. An overlay of the USGS and MODIS categories 
and the current borders of urbanized areas is carried out 
using QGIS v. 3.22 and Google Maps shown in the Fig. 4 
and Fig. 5 respectively. In [11] it was shown that the default 
WRF LULC datasets are not ideal and contain various types 
of inaccuracies. Th us, compared to USGS, MODIS IGBP is 
characterized by a better spatial resolution, more correctly 
describing the urban built-up territories, forest areas and 
the Dnipro riverbed, but MODIS IGBP does not display 
small settlements.

Numerical experiments were carried out using the WRF 
ARW v. 4.1.3 model in a 2-D confi guration (hori zon tal steps 
on the main grid and on the nested grid were 10 km and 
3.3  km, respectively). For this purpose, the precipitation 
that fell during the warm and cold half-year in 2020 and 
2021 was selected. Th e data of surface observations, which 
are carried out on the Ukrainian state meteorological 
stations network, and the meteorological radar, which 
was located at Boryspil International Airport were used to 
evaluate the obtained results.

It is shown that the change of input static data regarding 
the types of land use (LULC) does not infl uence the general 
confi guration of the precipitation fi eld and the time of 
their fall, but there is a redistribution of cells inside the 
precipitation fi eld and a change in their intensity (Fig. 6).

Fig. 5. MODIS IGBP 
Land Use Categories 
in Kyiv Region [11]
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Remote Sensing of Atmospheric Composition
Remote sensing data are actively used in UHMI for 

research and monitoring of atmospheric composition. 
Over the last years, gaseous pollutants have been studied 
mainly using the TROPOspheric Monitoring Instrument 
(TROPOMI), aerosols using the Moderate Resolution 
Ima ging Spectroradiometer (MODIS), and total ozone 
con tent using the Ozone Monitoring Instrument (OMI) 
and TROPOMI. 

Th e fi rst detailed results of air quality over Ukrainian 
territory based on the Sentinel-5P satellite data were 
obtained by implementing the Google Earth Engine [12]. 
However, numerous limitations and inapplicability for 
operational tasks showed the necessity to use our own fully 
automated system for near-real-time air quality monitoring 
in Ukraine, which was successfully developed at the 
Laboratory of Air Monitoring, UHMI. Th is system utilizes 
TROPOMI Level-2 data for nitrogen dioxide (NO2), carbon 
monoxide (CO), sulfur dioxide (SO2), formaldehyde 
(CH2O), ozone (O3), absorbing aerosol index (AAI), and 
cloudiness. Aft er fi ltering and binning, it creates Level-3 
data fi les that are stored internally and visualizes results for 
the entire Ukrainian territory as well as for the biggest cities 
aft er downscaling to 2 × 2 km horizontal resolution (Fig. 7).

Being upgraded to use offl  ine (OFFL) data in addition to 
near-real-time (NRTI), the system helped to study the main 
features of the spatio-temporal distribution of pollutants 
in Ukraine, detect emission sources, and analyze elevated 
pollution content during wildfi res, dust storms, and other 

natural and anthropogenic hazards. All the research was 
summarized in the monograph [13].

Aft er a three-year period of the Sentinel-5P operation, 
the TROPOMI data were compared against Ukrainian 
ground-level observations [14]. Th is study fi lled the gap 
on understanding how TROPOMI can refl ect air pollution 
in highly polluted local urban areas. It became possible to 
assess because Ukrainian monitoring sites were established 
for detecting maximum air pollution from specifi c 
emission sources. TROPOMI and ground-level data did 
not correlate at all due to two processes: (1) remote sensing 
at a particular time might not catch the elevated pollution 
levels aft er air mass transportation (hourly-to-daily scale), 
and (2) because of diff erences in seasonality between near-
surface and column pollutants’ content (seasonal scale).

Started on February 24, 2022, the full-scale russian inva-
sion of Ukraine had devastating consequences for air pollu-
tion, resulted in the redistribution of emission sources, and 
formed new war-originated emissions. Th e war negatively 
infl uenced the ability of ground-based measurements to 
capture air quality changes and provide operative monitoring 
in emergency situations. A number of monitoring sites 
were destroyed; some had interruptions in activity due to 
the impossibility of observers carrying out measurements 
under artillery and missile shelling. Under the mentioned 
circumstances, remote sensing of atmospheric composition 
became the main source of data and information about air 
quality during the war. Th e Laboratory of Air Monitoring at 
UHMI launched two activities that are crucial for air quality 

Fig. 6. Observations of the weather radar and results of WRF ARW v. 4.1.3 modeling for the Kyiv Oblast (Region)
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research and applications during the war. Th e fi rst activity is 
the shaping of baseline air pollution needed for future cost 
estimations, which can be used to claim reparations. Th e 
second activity is the permanent monitoring and analysis of 
air pollution using satellite-based sensors during the war.

Baseline air pollution was described using TROPOMI 
da ta aft er analysis of NO2, SO2, CO, and CH2O total co-
lumns for the three-year period prior to the full-scale 
russian invasion [15]. Th e study has delineated the most 
polluted industrial regions with a detailed description 
of pollutants’ variability, including the areas around the 
biggest thermal power plants. Th e cleanest ambient air was 
detected in the mountains and over several national parks. 
With the support of meteorological data on boundary layer 
height and wind parameters, the dependencies between 
air pollution and weather conditions were estimated. Th e 
main fi ndings are intended to be used for an assessment of 
the impact of war on air quality in Ukraine and relevant 
post-war development measures.

Th e study of the russian — Ukrainian war impact on air 
pollution using TROPOMI data was performed aft er a year-
round period [16]. Th e overall detected changes refl ected a 
NO2 drop of —35% in big cities aft er industry damages and a 

decrease in mobile source emissions; a NO2 increase of 25% 
over the regions with the presence of military equipment; and 
a CO increase of 8% near the front-line because of wildfi res 
caused by artillery shelling (Fig. 8). Numerous other local 
changes at the urban scale were also found. Consideration of 
meteorological impact in [16] showed that CO decreased by 
15%, mainly caused by changes in regional meteorological 
conditions and not due to the war.

Remote sensing is actively used for monitoring of 
the ozone layer over Ukraine and for the prediction of 
ultraviolet radiation. Using satellite data for several decades, 
it was calculated total ozone climate normals considering 
the recommended 30-year climate period of 1991—2020 
[17]. Th ese normals are used to estimate ozone anomalies 
and study the role of stratospheric circulation in ozone 
variability in the region.

Detection of potentially dangerous fi res 
using thermal anomalies

Ukraine has always been remarkable by a large number 
of fi res on its territory. Incineration of waste from the 
production of agriculture in the fi elds, cleaning of the 
land from dried vegetation and landscape fi res lead to the 

Fig. 7. Near-real time NO2 content on the example of Kyiv, July 5, 2022, obtained from the developed in UHMI fully automated system 
(original visualization of the system output)
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fi xation of thousands of thermal anomalies throughout 
the territory of Ukraine (Fig. 9). However, in addition to 
fi res controlled by farmers, some catastrophic fi res have 
occurred in forest areas. In particular, enormous forest fi res 
covered large areas within the Zhytomyr and Kyiv regions 
in April 2020. Th e same year in July, similar fi res occurred 

in the Luhansk region. In response to these challenges, we 
elaborated the Automatic System for monitoring thermal 
anomalies and searching for potentially dangerous fi res.

Th e System of fi res monitoring represents heat emis si ons in 
cartographic view and searches for potentially dan gerous fi  res 
using these anomalies. Th is soft ware uses the data from the 

Fig. 8. CO content on May 5, 2022, with maximum values near the front-line along the Siverskyi Donets River (fi gure published in [16])

Fig. 9. Th ermal anomalies collected for the year
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FIRMS service [18], which provides open access to thermal 
scanners’ data obtained from four NASA satellites. Th e 
geo graphical name of the object where the ignition occurred 

was determined by means of geocoding of thermal anoma-
lies. A number of geospatial operations allow us to determine 
the exact contour of the fi re and calculate its power and area.

Fig. 10. Heat emissions on the territory of Ukraine on April 11, 2021 (Sunday)

Fig. 11. Spatial and temporal distribution of thermal anomalies on the territory of Ukraine in 2022
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To classify a fi re as potentially dangerous, the program 
takes into account the total power and area of the fi re. If 
the total power of thermal anomalies from the fi re exceeds 
300 MW or the fi re area is more than 10.000 hectares, then 
we can consider this fi re as potentially dangerous. For forest 
fi res, these criteria are smaller. Th e power of forest burning 
must exceed 40 MW, or there is heat emission with power 
over 10 MW in the forest. At last, the total burning power 
must be more than 200 MW, including fi re units near the 
forest and the burning area exceeding 3,000  hectares to 
classify this fi re as potentially dangerous.

Th e inset space map in Fig. 10 shows a potentially dan-
gerous forest fi re. Fig.  10 generally shows the fi res that 
oc cur red on April 11, 2021. It was a day off  and most of 
the infl ammations (blue dots) originated from burnings 
of dry grass by farmers and unextinguished bonfi res aft er 
recreation in nature. Fires near or on the territory of forest 
areas are shown in red. 

Since the beginning of russian aggression against 
Ukraine, the number of fi res has increased in the territories 
where hostilities are taking place, but not limited to 
them (Fig.  11). Th e locations of these fi res indicate 
dangerous areas for civilians and for specialists of the State 
Emergency Service of Ukraine who are responsible for 
their extinguishing. However, the separation of fi res from 
combat operations among the rest of the fi res that have an 
economic origin is a scientifi c problem. Based on the results 

of the analysis of thermal anomalies and their location, 
we determined a number of fi re characteristics of non-
economic origin. Th ese are fi res in atypical areas (build-up, 
industrial areas), the irregular shape of ignition contours, 
large fi res in territories with diff erent types of land use, too 
powerful fi res, and fi res at an atypical time. Th ese signs can 
also include the location of thermal anomalies on critically 
important objects (upper inset) and their clear structure, as 
in the city of Mariupol (lower inset in Fig. 11).

Drainage of the Kakhovka Reservoir 
and deciphering the land cover types 

of its territory
On June 6, 2023, the occupying forces of the russian 

federation blew up the engine room of the Kakhovka 
hydro electric power station. Th is environmental crime 
pro vided an opportunity for UHMI specialists and for the 
world scientifi c community to observe the draining of one 
of the world’s largest reservoirs with an area of 2155 km2 and 
a water volume of 18.2 km3, which was built 67 years ago.

We have monitored the general condition of the 
reservoir daily using satellite images in the visible spectrum 
from NASA satellites [19] (Terra, Aqua and NOAA-20) 
and spectrozonal photos from the satellites of the Sentinel 
series (especially Sentinel-2A) [20]. It made it possible to 
compute the degree of its dehydration more accurately 
and to make a detailed soil map.

Fig. 12. Th e stages of drainage of the Kakhovka reservoir
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Th e reservoir lost up to 30—40 thousand m3 of water per 
second aft er the dam was blown up and became shallow 
by 2—3 m in the fi rst 3 days. As of June 13, the depth of 
the Kakhovka reservoir decreased by 4—5 meters, and the 
bottom of the reservoir began to be exposed (Fig. 12). Two 
channels of the Dnipro River were formed in the north of 
the reservoir. One of the channels has passed near the town 
of Nikopol and the next one — near the town of Energodar.

On June  17—18, the reservoir split into a series of 
basins, some of which were no longer connected to the 
main channel of the Dnipro River. Th ese separated basins 
can no longer be used for water supply. Th eir total area 
became less than a third (31.8%) of the initial area of 
the reservoir. From that moment, the restoration of the 
Dnipro riverbed began in the contours that they were 
before the fl ooding of this territory in 1953.

Numerous temporary watercourses were formed on 
the territory of the reservoir at the same time. Th ey were 
similar to a dense river network. Th e small watercourses 
disappeared gradually during the 40—50th days aft er their 
appearance. A space photo of this area as of August 19 is 
shown in the insertion of Fig. 12. Th e large ones remain 
fi lled with water to this day. Th e total area of residual 
reservoirs was equal to 140.16 km2 on July 10. If we add 
the area of the Dnipro riverbed (120.89  km2) to that 
number, we will get the total area of the drained reservoir 

(261 km2). Th at is 12.66% of the initial area of Kahovka 
reservoir. Th e decrease in water level led to the drainage 
of the water intakes of the settlements located around the 
reservoir. Th at occurrence also led to the drainage of the 
water intake in the North Crimean Channel. 

Th e second stage of the research was the analysis of 
the changes in its territory aft er the drainage. A month 
aft er the dam breach (on July 10—15) some lakes began to 
turn green due to the development of aquatic vegetation. 
Once more month later, on August 10, the appearance of 
vegetation was recorded in drained areas.

Automated decoding of space images showed that the 
surface of the reservoir consists of sediments (Fig.  13): 
sand covers an area of 331 square km (15.5%); silty sand — 
716  sq.  km (33.4%); sandy silt  — 178  sq.  km (8.33%); 
vegetation — 391.6 sq. km (18.3%); reservoirs with swamp 
vegetation — 235.7  sq. km (11.0%); deep reservoirs and 
riverbed — 288.3 sq. km (13.5%).

On 5th of October, an UHMI expedition to the shores of 
the reservoir showed that the latter were covered mainly with 
willow (presumably white) and possibly poplar and several 
types of herbaceous plants. In other words, herbaceous 
vegetation was not the fi rst to populate the drained area. 
As we will know later, the detonation of the dam on 6th of 
June coincided with the beginning of the sowing of poplar 
and willow seeds. Th ere were the seeds that could be carried 

Fig. 13. Land cover types of the Kakhovka Reservoir. 
Photos 1—3 show the shore of the reservoir, covered with sand, silty sand and sandy silt. Photo 4 — white willow shoots
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by the wind, and they were sown over the entire territory 
of the reservoir. In addition to this, these two species grew 
in large numbers on the shores of the former reservoir, 
resulting in the formation of several million shoots. A well-
moistened, silty substrate with the remains of mussels and 
bottom dwellers, without grass cover, turned out to be ideal 
to inhabit for these types of trees. As a conclusion, we can 
point to the unsuitability of this territory for agriculture.

Marine shelf and coastal zone water dynamics
Since 2022, research on the dynamics of transitional 

waters (transformed riverine waters) spreading on the 
northwestern shelf of the Black Sea from the estuarine 
areas of the Dnipro, Southern Buh and Dniester rivers has 
been initiated in UHMI [21]. Satellite images in the visible 
range play an important part in these studies due to the 
fact that the color of marine and transitional waters diff ers 
signifi cantly correlating with water salinity in the region 
[22]. In addition, satellite images show other dynamical 

processes aff ecting the structure of the shelf waters, in 
particular, coastal upwelling and advection of relatively 
clean water from the deep-sea area.

Convenient sources of information are series of low-
cloud or cloud-free images in true (natural) colors obtained 
from MODIS (Terra, Aqua satellites) and VIIRS (NOAA-20, 
Suomi-NPP satellites) scanners, which have similar spectral 
characteristics and spatial resolution of visible channels 
(Table 1, URL: https://worldview.earthdata.nasa.gov/). 

Th e following examples of satellite data analysis concern 
typical and extraordinary cases of transient water from the 
Dnipro-Buh estuary (DBE) expansion to the NW shelf of 
the Black Sea.

Th e fi rst two scenes (4 and 20  May, 2007) were taken 
aft er and during the diff erent riverine discharge conditions: 
from 20 April to 13 May it was less than 1000 m3/s, and then 
it increased signifi cantly to more than 1650 m3/s by 19 May. 
Image for 04 May demonstrates rather contrast plume of 
gray-brown water (that is rich with terrigenous suspended 
matter) surrounded by light-green patches of previously 
delivered estuarine water (Fig. 14, a). Th e latter obviously 
contributed to the active blooming of phytoplankton due to 
the increased content of nutrients. Other manifestations of 
phytoplankton (and chlorophyll) content rise can be seen 
along the Tendra Spit (south-eastern corner of the image), 
but they have another origin  — most probably coastal 
upwelling driven by north-eastern wind delivers nutrients 
with the bottom water to the warmed and enlightened sea 
surface. Under the sharply enlarged freshwater supply from 
the Dnipro and Southern Buh rivers, to 20 May the plume 
from DBE was intensifi ed and extended to the west and 
south (Fig. 14, b). Generally, the described situation is close 

Table  1
Parameters of medium resolution satellite instruments’ 

visible channels

Satellites Aqua, Terra NOAA-20, Suomi NPP

Instrument MODIS VIIRS

Channels: Wavelength, 
nm

Resolution, 
m

Wavelength, 
nm

Resolution, 
m

Red 620—670 250 600—680 375
Green 545—565 500 545—565 750
Blue 459—479 500 478—498 750

Fig. 14. Enhanced natural 
color images of the NW Black 
Sea obtained by MODIS/Aqua 

04.05.2007 (a) and MODIS/Terra 
20.05.2007 (b)
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to the average conditions of the DBE water expansion [21].
Th e next example demonstrates the consequences of 

the extreme riverine water discharge aft er the explosion of 
Kakhovka reservoir dam by russian troops on June 6, 2023. 
According to the analysis of the high-resolution images 
obtained from the Sentinel-2A satellite carried out by UHMI 
[23], the change in the area of the Kakhovka Reservoir from 
June  6 to June  9 corresponded to an average volumetric 
water fl ow of about 20,5  thousand  m3/s, which came in 
the DBE and on the adjacent sea shelf. Th is discharge is 
14,4  times more than the average monthly long-term 
value for the years 1960—2010 (1424 m3/s); 10,5 times — 
the average monthly long-term maximum in the seasonal 
rate (for May, 1958 m3/s); fi nally, 2,2 times more than the 
maximum daily fl ow registered on May 6, 1970 (9440 m3/s). 

Th e abnormally powerful fl ow of riverine water led to 
the fact that in 1—2 days the DBE was fi lled with practically 
fresh water, which then quickly reached the Odesa Bay. 
On June  9, the VIIRS/NOAA-20 image showed (due to 
the high content of dissolved and suspended substances in 
water) an anomalous plume of turbid waters with a width 
of 17—27 km, stretching from DBE to Odesa (Fig. 15, a). 
Moreover, within this plume, one can distinguish an 
anticyclonic eddy structure, which was formed by the 
westward water fl ow and the compensating alongshore 
current, which returned the accumulated water mass to 
the east again. Th e front of this return fl ow reaches the 
traverse of the Tyligul liman, and the total distance traveled 
by the front of desalinated turbid waters to the Odesa Bay 

and back along the coast reached ~100  km. Th at is, the 
average current speed on the sea surface at the front of the 
muddy plume was about 55 cm/s in low-wind weather! 

Th e bulk of the Dnieper water continued to spread 
along the coast to the southwest, and by the middle of 
June, a continuous and wide strip of transformed riverine 
waters was formed between the DBE and the Kiliya delta 
of the Danube River. Aft er that, the south, south-westerly 
wind intensifi ed, which formed a system of currents of 
anticyclonic vorticity on the north-western shelf of the 
Black Sea, as can be noted by the jets direction fl owing 
from the arms of the Danube delta (south-western corner 
in Fig. 15, b). Under these conditions, the main features 
of the riverine water infl uence (RWI) zone moved from 
June 22 to 24 by 30—40 km in the general direction to the 
southeast, with an average speed of 16—22  cm/s. In the 
last week of June, this process continued, and on July 1, 
the RWI zone in the form of intense phytoplankton bloom 
spots stretched eastward, to the Crimea peninsula. Ac-
cording to contact and satellite observations, such a surface 
water structure was previously formed only in August [22].

Conclusions
Th e implementation of remote sensing in hydrolo gical, 

marine and meteorological studies has gained momentum 
in recent years in Ukraine. A full-scale russian invasion 
following the destruction of the national hydrometeorological 
network and decreasing the capabilities of in-situ monitoring 
resulted in the indispensability of satellite data use. Th ese 

Fig. 15. Enhanced natural 
color images of the NW Black 

Sea obtained by VIIRS/NOAA-20 
09.06.2023 (a) and MODIS/Aqua 

24.06.2023 (b)
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caused UHMI to enhance its capacities and develop new 
applications for remote sensing in hydrometeorological 
research and monitoring. UHMI continues their usual tasks 
for studying spatio-temporal variability of cloudiness and its 
parameters, retrieval of vertical profi les of meteorological 
variables, monitoring of crops and other vegetation, detecting 
and analyzing hydrometeorological hazards, improving 
NWP models considering land cover changes, tracking air 
pollu tion, ozone layer monitoring, wildfi re detection, stu-

dying marine water dynamics, especially in coastal regions. 
Since the full-scale war started, the initial focus was also 
shift ed towards emergency tasks: land cover changes, war-
ori ginated air pollution and wildfi res near the frontline, the 
consequences of the Kakhovka dam destruction, and enhan-
cing the ability to integrate and incorporate remote sensing 
data with ground-level measurements and NWP modeling 
at diff erent time and spatial scales, considering the necessity 
of a quick response to unpredicted environmental hazards.
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APPLICATION OF SPACE TECHNOLOGIES TO ASSESS 
THE ECOLOGICAL STATE AND CONSEQUENCES 

OF MILITARY OPERATIONS ON THE MARINE ECOSYSTEMS 
OF UKRAINE 

G. Minicheva, E. Sokolov
Institute on Marine Biology of the NAS of Ukraine

Aft er signing the Association with the European Union 
[1], Ukraine assumed a large range of obligations, including 
those in the area of the natural environment. Two of the 
6 Water Directives in this document are related to transit, 
coastal and off shore zones of marine ecosystems, it is the 
Water Framework Directive [2] and the Marine Strategy 
Framework Directive [3]. In accordance with the standards 
and requirements of these Directives, Ukraine should perform 
state monitoring and strive to achieve Good Ecological Status 
in national waters of marine ecosystems. In this regard, remote 
assessment of the ecological condition of marine areas with 
the usage of satellite data has become extremely relevant, due 
to the need for performing continuous monitoring of marine 
areas, which requires signifi cant technical and economic 
costs in the collection of fi eld material. Data received 
from satellite carriers [4, 5] allows remount monitoring of 
numerous indicators such as: temperature regime, suspended 
matter, transparency, chlorophyll “a” concentration, oil 
pollution, etc., with the help of which it is possible to monitor 
and estimate with minimal costs MSFD Descriptors such 
as: D5 — Eutrophication, D7 — Hydrographic Condition, 
D8 — Contaminants, D10 — Marine Litter.

Th e full-scale military invasion of russian federation to 
Ukraine, which began on February 22, 2022, has not only 
catastrophic humanitarian but very profound negative 
ecological consequences, which are taking over marine 
ecosystems inclusively. With the onset of active hostilities 
over the marine water areas of the Black and the Azov seas, 
and also as a result of the military’s mining of the coastal sea 
strip, researchers no longer have the opportunity to assess 
contact indicators. Starting from March 2022, remote 
technologies of satellite data remained the only tool enabling 
rapid assessment for the environmental situation, related to 
warships sinking, aircraft  destruction over the water areas, 
oil spills and reaction to extensive environmental disasters.

Th us, taking into account the strategic tasks of Ukraine 
on monitoring of national marine waters, as well as the ope-
rational situation, related to the consequences of hostilities on 
marine ecosystems and the limited possibility of ecological 
indicators contacting measurement — technologies, rela ted 
to the space information receiving, have become the ma in, 
eff ective tool for the Ukrainian marine water areas as sess-
ment. Th ese circumstances became the reason for ope  ra tio nal 
methodological developments of satellite infor ma  tion me-

thods application to the regional conditions of the Sea of Azov 
and the North-Western part of the Black Sea, as well as for oil 
spill scale direct assessment in marine water areas, including 
Marine Pro tec ted Areas (MPA), as a result of mi li tary actions. 
Th e results of these methodological de ve  lop ments, and also 
the scale of hostilities consequences as sess ment on marine 
ecosystems of Ukraine, are outlined in this work.

Methodological developments of satellite 
technologies application to regional conditions 

of marine ecosystems of Ukraine
For oil spills detection on the water surface, the 

great importance has a combination of various satellite 
technologies. In the oil spills research the data of radar and 
optical modes were used, which are publicly available. Th e 
usage of radiolocational satellites, such as Sentinel-1 [4], 
ensures spill monitoring even at cloudy weather conditions 
and at night [6]. Th is makes it possible to react quickly to 
ecological events and take quick measures to eliminate them. 
Th e usage of optical technologies such as Landsat 8 [5] and 
Sentinel-2 [4] allows to receive multispectral data for more 
detailed spills analysis, even, even including their thickness 
and diff erent physical and chemical characteristics [7].

Th e  radiolocational data was received from the Sentinel-1 
satellite with synthetic aperture radar (SAR) in the mode of 
interferometric wide swath (IW), which plays an important 
role and is the most spread in the tasks of oil spills detecting 
in marine water areas. Th e radar sensors (SAR), on the board 
the Sentinel1 satellite, use long wavelengths in the radio 
frequency range, with an active signal reception type and are 
sensitive to sequential radio wave pulses with a resolution 
capacity of 10 m [8]. Th e presence of oil products leads to 
reduction of the interaction between waves and wind, and 
forms smoothed areas on the ocean surface (slicks). Th ese 
areas show up on radiolocational images as areas with low 
scattering and thus serve as indicators of the pollutive fi lms 
presence on the sea surface [9, 10]. However, one of the 
main problems in oil slicks detection is “false targets”. Areas 
of reduced backscattering values are not always caused by 
mineral oil spills (natural biogenic fi lms, areas of localized 
wind attenuation, wind shadow from land, rain cells, internal 
waves, fresh ice, algal blooms, wastewater from onshore 
industrial or municipal enterprises, hydrological fronts, 
upwelling zones) [6].
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For  solving this problem were applied: object-oriented 
and discriminant analysis methods (statistical analysis, 
texture features, dark spots — slicks shape and geometry) 
[12, 13]; the usage of multispectral satellite imagery in the 
optical and thermal shooting ranges; hydrodynamic data 
and atmospheric phenomenа data from the international 
services Eumetsat [14] and Copernicus Marine Service — 
CMEMS [15] geodatabases. Th e limitation in such an app-
roach is that not all hydro-meteorological and satelli te data 
in optical shooting modes coincide in time with ra dio-
locational images, or interfere with a cloudy atmo sphere. 

Multis pectral satellite sensors were used separately or in 
conjunction with radiolocational imagery in the regional 
oil spills research: Landsat 8 (Operational Land Imager, 
OLI), Sentinel 2 (Multispectral Instrument, MSI) and 
Sentinel  3 (Ocean and Land Colour Instrument, OLCI), 
which collect data in the short-wave and infrared parts of 
the electromagnetic spectrum. A quantitative characteristic 
that allows to identify oil products by optical satellite data 
is “normalised water leaving refl ectances” in diff erent 
spectral ranges bands of satellite imagery — was calculated 
using the optical processor of atmospheric correction for 
coastal waters C2RCC [16]. For the calculation of oil spills 
square in the optical footage mode were used both  — 
the satellite channels spectral signatures classifi cation 
(automatic clustering of spectral and semi-automatic with 
training) [17] and their stable combination in the form of 
the spectral index OSI — Oil Spill Index [18].

Pre-processing (preparation) of satellite imagery for spill 
detection analysis was implemented on the basis of me-
thodological guidelines developed by the European Space 
Agency [8].

Th e processing and calculation of potential places of oil 
spills in the region were carried out using soft ware: ESA 
SNAP (European Space Agency, Th e Sentinel Application 
Platform) developed by the European Space Agency, and 

in the geoinformational package QGIS. Both soft ware are 
freely available. In order to quantify the density of oil spills in 
the water area of the Black Sea North-Western part (NWBS), 
overlay grid computations were performed based on the 
geoprocessing tools of the platform QGIS — the water area 
was covered with the grid with cell area of 1 sq km.

Aft er radiometric calibration of the satellite imagery in 
the radio frequency range, which means leading the signal 
to well-known and standard quality values, radio signal 
scattering intensity in decibels (Sigma, dB) corrected data 
was received.

Oil spill objects, which are characterized by low value 
of backscatter, show up as dark spots in comparison with 
the surrounding water, because they dampen short surface 
waves generated by the wind (Fig. 1).

However, not all ecological factors distribution geodata 
coincide in time, and there are situations where, even 
aft er the comparison with oceanographic and production 
factors, it is diffi  cult to draw an unambiguous conclusion, 
for example, on 11 June 2022 (Fig. 2), the large dark spot is 
likely to represent a biogenic fi lm and phytoplankton bloom.

Th e return signal (Sigma dB) value of the Sentinel 1 
satellite radar for oil spills objects is the same low (Fig. 3), 
as in case of phytoplankton blooms biogenic fi lms, even in 
terms of intensity, the values are almost identical [6].

Th us, expert conclusion with the engagement of oceano-
graphic, meteorological and bioproductive information is a 
crucial element in oil spills monitoring systems, which allows 
to exclude cases with other oceanographic phenomena 
that have similar slick-forming and spectral-signature 
characteristics. In addition, solving this task includes the 
analysis of a wide range of characteristics, such as texture 
features, shape and geometry of dark spots (slicks), which 
can signifi cantly increase the effi  ciency of spill detection.

In comparison with the radiowave range of waves 
length, physical and optical (spectral) spills characteristics 

Fig. 1. Histogram of Sigma dB values in oil spill places and in their absence: a — 15.03.2022, area of Gulf of Odesa; b — 07.05.2022, 
Snake Island area (NWBS)
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Fig. 2. Radiolocational satellite image Sentinel1 and Sentinel 3 satellite sensor products during 12—13 June 2022: 
a — Sentinel1 radar satellite image, b — chlorophyll “a” concentration, c — surface temperature distribution, d — wind speed

Fig. 3. Histogram of Sigma dB values of satellite Sentinel 1 (IW), in places of dark spots and in their absence: 
a — 2022.06.12, probable concentration of biogenic and algal fi lms); b — 2022.03.08, probable oil spill
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in the optical satellite images mode on the basis of the 
coeffi  cient of water refl ectances (Rrs, sr-1), on the contrary, 
were characterized by higher values of the corresponding 
characteristic, and in a single-channel black-and-white 
image looked like more lighted areas. Th us, according to 
the Sentinel2 satellite (MSI) in the optical range of waves 
length on June 26, a probable accumulation of oil products 
in the form of fi lms and emulsion traces was recorded in 
the area of the Karkinitska and Tendrovskaa Bays (Fig. 4).

Oil spills extent assessment resulting from hostilities, 
including marine protected areas (MPAs)

According to Sentinel2 (MSI) data, oil products spills 
diff ered on chlorophyll “a” concentration values and the OSI 
(Oil Spill Index) spectral index from primary productive 
processes (Fig. 5).

According to the MSI optical instrument of the Sentinel2 
satellite, emulsion spills were recorded in the beginning of 
July 2022, which were well identifi ed by the coeffi  cients 

Fig. 5. Distribution of oil spills characteristics: 
a — chlorophyll “a” concentrations; b — Oil Spill Index in the Kinburn Spit area (NWBS)

Fig. 6. Oil spills emulsion traces on the water area of NWBS opposite the Sukhyi liman according to Sentinel2 satellite (MSI_L1C) 
data during 2022.07.08: a — full-colour image; b — “Oil Spill Index” — spectral coeffi  cients ratio of sea surface refl ectances 

in the form of: (Rrs560 nm + Rrs665 nm) / Rrs490 nm; c — spills mask with the area calculation



84

ratio of sea water surface refl ectances in the form of the 
Oil Spill Index [18] (Fig. 6).

Based on the developed regi onal algorithm for oil 
spills indetifi cation, the database of satellite imagery in 
ra  dio  locational — Sentinel1 (GRD) and optical modes — 
Sentinel2 (MSI), Sentinel3 (OLCI), Landsat8—9 (OLI) 
was analyzed during the hostilities. Th e analysis excluded 
cases and areas with weather hydroecological conditions 
which introduce uncertainty and do not ensure the pos-
sibility of oil spills detection. 31  cases (images) of oil 

spills were detected on the water areas of the North-
Western Black Sea (NWBS) in total, with a total area of 
4711.6  sq  km (including overlaps for diff erent dates), 
which is 16.2% of the NWBS area. Th e total area without 
overlays for diff erent dates was 4354.98  sq km, which is 
14.9% (Fig. 7).

According to the visual featur  es of spills distribution 
spatial structure, the most dense is the northern part of 
the region  — Odesa and Dnipro-Bug districts. In order 
to assess the spatial  damage scale of the most valuable 

Fig. 7. Identifi ed oil spills in 2022, within the boundaries of the Ukrainian sector of the NWBS, based on satellite imagery 
in optical and radar

Fig. 8. “Grid-computations” of coverage percentage and amount of oil spills overlays in 1sq m cells: 
a — the percentage of oil pruducts coverage; b — the amount of spillage repeats



85

marine protected areas (MPAs) as a result of hostilities, 
a spatial “overlay” (multi-layered) analysis of the planar 
intersection between MPAs and oil spills was carried 
out. Th e number of cases which characterize the oil spills 
overlay in space and time was 9.9% of the total. Th e square 
of corresponding areas, based on the “Grid-computation”, 
was 1756  sq  km. Th e largest number of repeats was 
recorded in the Dnipro-Bug district and near Zmei-
ny Island.

Th e percentage of the oil spills covering of marine 
pro tected water areas squares of the NWBS during Feb-
rua ry-September 2022 was as following, %:

  Beloberezhe Svyatoslava National Nature Park — 67;
  Botanical Reserve of the National Signifi cance “Zer-

nov’s Phyllophora Field” — 21;
  Zoological Reserve of the National Signifi cance “Zmei-

ny Island” — 62;
  Black Sea Biosphere Reserve — 16;
  Karkinitskiy Reserve — 25;
  Danube Biosphere Reserve — 5.

In order of the density distribution quantit ative eva-
luation of oil spills on the NWBS water area overlay 
“Grid-computations” were carried out, and the percentage of 
oil spills coverage and the spatial frequency intersection of 
oil spills pollution coverage of the NWBS were calculated 
for each cell (Fig. 8).

Geoinformational assessment of the density of oil 
pol lu tion distribution based on the “Overlay Grid-com-
putation”, allowed to receive the information on the oil 
pro ducts coverage intensity of the NWBS areas, including 
protected water areas in the period of 2022—2023.

Th e square of cells aff ected by oil products amounted to 
6762.5 sq km, what is 23.3% of the total square of the NWBS, 
the square of cells aff ected by more than 5% amounted to 
6140.1 sq km, what is 21% of the total square of the NWBS, 
aff ected by more than 50% cells amounted to 3086.7 sq km 
and 10.6% accordingly, aff ection of cells >80% amounted to 
2473.9 sq km and 8.5%. Th e square of completely covered 
on 100% by oil products cells amounted to 1396.5 sq m, or 
4.8% of the total square of the NWBS.
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Desertifi cation is a complex phenomenon simulta  neous-
ly considered as a process of landscape transformations 
and ecosystems’ transition to the fi nal degradation 
stage  — a desert. Desertifi cation includes a combination 
of anthropogenic, biophysical, and climatic factors [1] that 
ne gatively aff ect arid and semi-arid ecosystems decreasing 
its sustainability with further expanding with increasing 
aridity. Desertifi cation manifests due to the bioproductivity 
loss, decrease in soil fertility and decrease vegetation 
recovery, further aggravated by a reduction in soil moisture, 
transpiration and a surface temperature increment.

According to various UNEP estimates, arid ecosystems 
covers from 41% [2] to 47% [3] of the Earth’s surface, making 
these regions the World’s largest biome. Key features of 
these regions are aridity, high surface and air temperatures, 
lack of moisture.

According to the World Resources Institute, Ukraine 
is one of the countries with a high risk of droughts on 
par with the Middle East, North Africa and Asia, and the 
Southern Ukraine is very vulnerable to desertifi cation. 

A study of the aridity index for the territory of Ukraine 
carried out in the period 2000—2021 based on the data 
of the MODIS data demonstrated its growth for most of 
Ukraine, especially for the South [4, 5].

Th e driest region of Ukraine is the western part of the 
Kherson region, on the left —bank Dniepro River. Here 
are situated dry sandy plains, called Oleshky Sands, is the 
most recognizable Ukrainian arid area. Th e total area is 
estimated at 219.9 thousand hectares, 80% are sand arenas 
where bare sands are the dominant land surface [6]. Th e 
main aim of the study  — reveal the long-term spatial 
dynamics of the key desertifi cation indicators within the 
study area.

Th is study covers the period 1986—2020, before the full-
scale invasion of Russia. Fig. 1 presents a Landsat optical 
image covering the arenas of the Oleshky Sands based on 
Landsat-5 satellite image from August 14, 1986, and Fig. 2 
represents Landsat-8 data from July 26, 2020.

Aft er a full-scale invasion in 2022 and the long-term 
occupation of the southern regions of Ukraine, the risks 

Fig. 1. Oleshky Sands image received byLandsat-5 satellite, August 14, 1986
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of desertifi cation signifi cantly increased due to dest ruc-
tion of the existing forests, wildfi res, and soil cover de-
struction. 

Matherials and methods
Study area

Oleshky Sands are one of the largest natural deserts in 
Europe. A large variety of biotopes is concentrated within 
this area: semi-desert and desert areas, sandy steppe, fresh 
and saltwater bodies, deciduous groves, and coniferous 
forests. Th e uniqueness of these sands is it is drift ing. In the 
20th century, desertifi cation hazzard became acute be cause 
sand masses began to spread closely to the surrounding 
villages. Many hectares of artifi cial forests has been grown 
to detain sand spreading.

Th e territory of the Lower Dnipro sands belongs to the 
southeastern climatic zone of Ukraine, which is characterized 
by the predominance of eastern and northeastern winds, 
relatively low air humidity, low cloud cover, a precipitation 
shortage, and relatively large daily and annual air temperature 
amplitudes. Th ese main features make the climate arid and 
continentality. Critical temperatures of the sand surface 
(more than 50 C), which can cause wildfi res, are repeated 
in during whole vegetation period, including September 
[7]. Area of interest includes fi ve arenas of the Oleshky 
Sands: Ivanivska, Zburyivska, Kelegeyska, Chalbasska and 
Kozachelagerska (Fig. 3).

Methodology
For long-term landscape dynamics research, it is relevant 

to utilize Landsat satellite data, which have provided multi-
spectral images since 1972 with 80 m spatial resolution and 
starting from 1982 with 30 m spatial resolution [8]. Th is 

study used imagery obtained during the period July 1986 — 
July 2020, obtained during the vegetation period (May—
September).

Th e methodology for evaluating the dynamics of deser-
tifi cation based on remote sensing data includes following 
steps:

 formation of a Landsat satellite imagery serise from 
27 multispectral Landsat images;

 determination of the area of interest and vector layer 
formation for delineating study areas of the Oleshky Sands;

 selection and estimation of desertifi cation indicators 
spatial distribution;

  regression analysis and mapping of each indicator’s 
spatial and temporal dynamics.

Selection of the desertifi cation indicators
Th e Oleshky Sands are typical arid landscapes cha rac te-

rized by a lack of the soil moisture. To estimate dist ri bu ti on 
of the Earth’s surface moisture the NDMI (nor ma li zed diff e-
rence moisture index) has been chosen, which is esti ma ted 
according to the further formula:

(NIR – SWIR1) / (NIR + SWIR1)                 (1)
where NIR is spectral refl ectance data in the near-infrared 
region (4th band of Landsat-4, Landsat-5 and Landsat-7 
satellites, and 5th band of Landsat-8 and Landsat-9 satellites), 
SWIR1 is spectral refl ectance data in the fi rst band of the 
short-wave infrared range (5th band of Landsat-4, Landsat-5 
and Landsat-7 satellites, and data 6th band of Landsat-8 
and Landsat-9 satellites).

Combining NIR with SWIR removes changes induced 
by internal leaf structure and dry matter content, increasing 
the accuracy of determining plant moisture content. Th e 

Fig. 2. Oleshky Sands image received byLandsat-8 satellite, July 26, 2020
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amount of water present in leaves essentially controls the 
spectral refl ectance in the infrared range of the electro-
magnetic spectrum [9].

Th e next landscape degradation indicator is distribu-
tion of green vegetation density. At the same time, it is 
an indicator of moisture, potential transpiration, and the 

Fig. 3. Study area map with delineated sand arenas: 1 — Ivanivska, 2 — Zburyivska, 3 — Kelegeyska, 4 — Chalbasska, 5 — Kozachelagerska

Fig. 4. Spatial distribution of the NDMI index based on the results of processing a long-term series of Landsat satellite data data 
with the studied arenas boundaries
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ability to anchor the soil with turf and root systems of 
tree vegetation. For determination of the vegetation cover 
density, the EVI index (Enhanced vegetation index) is 
used, which is calculated according to the formula: 

Re ,
Re

NIR d
NIR d Blue

  
      

                   (2)

where Red — spectral refl ectance in 3rd band of Landsat-4, 
Landsat-5 and Landsat-7 satellites, and 4th band of 
Landsat-8, Landsat-9 satellites), Blue — spectral refl ectance 
data in the blue spectral range (3rd band of Landsat-4, 
Landsat-5 and Landsat-7 satellites, and 4th band of 
Landsat-8, and Landsat-9 satellites).

Th e sand cover itself is the main indicator of the fi nal 
stage of soil degradation, is estimated according to one of 
the equations of the weighted accumulation of spectral 
refl ectance Tasseled Cap [10], particularly, Earth’s surface 
brightness, since sand has a very high refl ectivity in all 
spectral ranges:
0.3037 Blue + 0.2793  Green + 0.4743  Red + 0.5585  

            NIR + 0.5082  SWIR1 + 0.1863
 
 SWIR2         (3)

where Green is spectral refl ectance in the green spectral 
range (2nd band of the Landsat-4, Landsat-5 and Landsat-7 
satellites, and 3rd band of the Landsat-8 and Landsat-9 
satellites), SWIR2  — spectral refl ectance in the second 
band of the short-wave infrared range (6th band of the 
Landsat-4, Landsat-5 and Landsat-7, and 7th data channel 
of Landsat-8 and Landsat-9 satellites).

Aft er forming a long-term series of each desertifi cation 
indicator, the analysis of their spatial and temporal dynamics 

has been carried out. For this purpose the linear regres-
sion has been selected. Th rough the 27 images of each indi-
cator in each pixel temporal changes has been determined. 
Th e most common method of calculating the regression 
dependence is the method of least squares, the task of which 
is reduced to fi nding coeffi  cients of linear dependence, 
where the function of two variables a and b represented as

,
n

i i
i

F a b y ax b 



                            (4)

takes the lowest value.
To determine the spatial of the long-term dynamics of 

the obtained desertifi cation indicators distribution, the 
estimated value of the regression gradient or the angular 
coeffi  cient is taken, which represents the average annual 
increase in the indicator’s value.

Determination of the desertifi cation 
indicators dynamic

Th e NDMI distribution (Fig. 3) has changed signifi cant-
ly in most arenas. NDMI reduction are observed on the 
territory of the Ivanivska and Zburyivska arenas. Th e largest 
decrease has been determined in the Kelegeyska arena, 
with clearly defi ned borders, which may indicate an intense 
anthropogenic infl uence on vegetation cover. Th ere are 
also pockets of slight index increase within the Ivanivska, 
Chalbaska, and Kozachelagerska arenas.

Th e EVI dynamics (Fig. 5) is mainly positive for all arenas, 
especially for Chalbaska and Kozachelagerska, where the 
formation of forest protection strips are being carried out 
most intensively. On the territory of the Kozachelagerska 

Fig. 5. Spatial distribution of the EVI index based on the results of processing a long-term series of Landsat satellite data data with 
the studied arenas boundaries
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arena, a gradual increase in grass vegetation increment has 
been indicated.

Th e dynamics of the Earth’s surface brightness has an 
inverse correlation with the NDMI dynamics due to decrease 
in the soil water content. Even though an increase in green 
vegetation within the boundaries of the Kozachelagerska 
arena has been observed, at the same time, a signifi cant 
increase in albedo has been determined, which could 
potentially indicate the degradation of the remaining 
soil cover. Fig. 6 shows the distribution of the long-term 
dynamics of the brightness value.

Th e analysis of the averaged increments of deser ti fi ca tion 
indicators showed that the lowest threat of desertifi cation is in 
the Ivanivska and Chalbaska arenas. Th ey are characterized 
by increment in moisture index, vegetation cover, and a 
decrease in albedo. It should be noted that part of the Ivanivka 
Arena belongs to the Black Sea Biosphere Reserve. Within 
the boundaries of the Kozachelagerska arena, increases in 
vegetation cover and moisture were also detected, including 
increment in vegetation cover area. However, a signifi cant 
increase in albedo was also admitted, which may indicate 
soil cover degradation and sand spreading.

For most of the studied areas, trends towards a decrease 
in bioproductivity were found, which is associated with the 
loss of vegetation cover in large areas, mainly coniferous 
trees, which were planted to detain the sands expansion. 
On the territory of most of the arenas, a signifi cant 
reconfi guration of the landscapes has been revealed. Th e 
most signifi cant loss of vegetation cover was found in the 
largest Kelegeyska arena, and the shape of the vegetation 
cover loss area may indicate an anthropogenic factor of 
infl uence (cutting the trees).

Positive trends related to the increase in the tree 
cover area were observed in several arenas, notably the 
Kozachelagerska and Ivanivka arenas, which are part of 
the natural reserve. Th is underscores the potential for 
successful nature protection measures and the importance 
of these areas in the overall conservation strategy for the 
Oleshky Sands.

However, a full-scale invasion of Russia in 2022 contri-
butes to a signifi cant increase in the degradation of these 
vulnerable areas through wildfi res and spontaneous defo-
restation and halting the restoration of forest cover in the 
most vulnerable areas, and it requires further research.

Fig. 6. Spatial distribution of the Tasseled Cap Brightness based on the results of processing a long-term series of Landsat satellite 
data with the studied arenas boundaries
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Th e constant denudation of slopes, a natural process-
involving landslide, shift ing, collapse, and erosion, is a 
pressing issue. Th e active development of landslides on 
Ukraine’s territory results from various factors, including 
geological, geographical, geomorphological, tectonic, and 
neotectonic. Monitoring of exogenous geological processes 
based on remote sensing data is a source of obtaining 
reliable data about objects on Earth’s surface with a wide 
range of coverage of territories in short time intervals.

Landslides, mudslides, and crumbling are dangerous 
geological phenomena that can be observed in any region 
with ravines, steep banks, hills, and mountains. Landslides 
form in various rocks due to their imbalance and weakening 
of strength caused by natural and anthropogenic factors 
[1]. Th e natural causes of landslides include an increase in 
the steepness of slopes and their washing away, weathering 
processes and earthquakes, and anthropogenic causes 
include construction and blasting works, destruction 
of slopes by excessive removal of soil, felling of forests, 
destruction of vegetation on slopes or their ploughing, 
increased irrigation of agricultural lands located on slopes, 
clogging of groundwater outlets, etc. Landslides can rise 
at a steepness of the slope of 10 or more, but on clay 
foundations, with their high moisture, they can also occur 
at a steepness of the slope of 5—7.

Landslides on the banks of reservoirs can be caused by 
over-wetting of the soil by rain and snow, slope washing, 
climate change, and over-anthropogenic infl uence. Th e 
activation of landslides depends on the intensity of the 
destruction of soil cover. Landslides are oft en caused by the 
lack of vegetation and changes in the region’s topography. 
Th e volume of soil mas in a landslide can range from several 
hundred to thousands of cubic meters, and the speed varies 
from several meters per year to several meters per second. 
Th e right-bank slopes of the Dnipro River valley and the 
slopes of the right-hand tributaries, sides of streams and 
ravines are the most prone to landslides [2]. Th e activation 
of gravity processes, which began in the second half of the 
20th century in the Kaniv region (now the territory of the 
Rzhyshchiv United Territorial Community of the Kyiv 
Region), was caused, among other things, by an artifi cial 
change in the hydrological regime of the Dnipro River, 
intensive slopes development and the construction of 
relevant communications (Fig. 1).

Th e research aims to increase the effi  ciency and reliability 
of forecasting the occurrence of new or intensifi ed stabilised 
coastal landslides by developing a technique for remote 
geoecological monitoring of landslide-prone areas. It creates 
a forecasting algorithm based on a comprehensive analysis 
of radar interferometry data, optical images of the Earth, and 
terrestrial climatological, lithological, and landscape data.

Scientifi cally study based on conclusions of the infl uence 
of geological and geophysical factors on landslide activation, 
biophysical factors, and the infl uence of climatic change. 
High-level soil moisture on landslide processes was carried 
out; it is shown how it is possible to fi x areas of increased 
susceptibility to landslides. Th e technique of remote 
geoecological monitoring of landslide processes is based on 
these theoretical and practical results.

Remote sensing data plays a crucial role in our study 
of exogenous processes, particularly in understanding the 
processes of landslide formation. In this article, we propose 
a methodology with a direct practical implementation 
of comprehensive landslide hazard assessment analysis. 
Th ese methodologies are based on selecting optimal re-
mo te sensing data and their processing methods.

Remote sensing data should possess high spatial and 
temporal resolution to delineate areas of landslide process 
activation. Satellite surveys allow timely monitoring of 
landslides in the optical and radar ranges to detect changes in 
the relief of territory and the state of the soil cover. However, 
the use of optical data has signifi cant limitations compared 
to radar data. In contrast to optical imaging systems, radar 
systems provide imaging of the Earth’s surface during 
periods of substantial cloudiness and at night.

Sentinel-1 radar data (Fig. 2, b) with a spatial resolution of 
10 m were used to calculate the Earth’s surface displacements 
and establish the region’s landslide susceptibility. Radar 
images containing discrete integer value (DNSAR) data 
were processed in the Sentinel Application Platform 
(SNAP) open-source soft ware environment. Multispectral 
data from the Sentinel-2 satellite, with a spatial resolution 
of 10  m, were used to study the region’s vegetation and 
soil moisture state. Th e remote geoecological monitoring 
technique, developed within this study’s framework, 
con siders the infl uence of the area’s topographic features 
using SRTM-30  m DEM, geological, geographical, and 
historical maps.



93

Monitoring vertical displacements of the Earth’s surface 
on the right bank of the Kaniv Reservoir in the Vytachiv — 
Stajky region, conducted using the diff erential radar 
interferometry (DinSAR) technique, has yielded signifi cant 
results. Over the spring of 2015 to 2023, we successfully 
mapped active landslide-prone areas. Importantly, our 
fi ndings have shown a high level of correlation with the 
data obtained by previous researchers, further validating 
the results of this study. Th is confi rms the presence of 
active displacement zones on the right bank of the Kaniv 
Reservoir, a crucial discovery in landslide processes. 

Th e main stage of creating a map of the territory’s sus-
ceptibility to landslides is calculating the vertical dis pla-
cements of the Earth’s surface and constructing a mapping 
scheme of their distribution within the study area, accor-
ding to the DinSAR technique.

Th e spread and intensity of landslide manifestations are 
intricately linked to the geological and geomorphological 
structure of the territory, its tectonic, neotectonic and 
seismic activity, and hydrological and climatic conditions. 
Th e method’s limitations, such as temporal decorrelation of 

the radar signal in areas with a large amount of vegetation, 
have been carefully considered. 

Th e process of creating a displacement map is a full-
phase representation of topographic variations, as shown 
in Fig. 2.

Th e unwrapped phase is geocoded and translated into 
a geophysical unit, representing the calculated surface’s 
height over the spherical Earth. Th is can be done by integ-
rating the height of either surveyed reference points or 
extracted from an external DEM, but across-track app-
roaches, which are independent of a reference, also exist. 

Finally, the retrieved heights are referenced to an ellipsoid 
(e.g., WGS84), projected into a coordinate reference system 
based on either geographical or UTM coordinates, and 
resampled to a uniform pixel spacing (Fig. 3).

A comprehensive technique was developed to overcome 
the signifi cant correlation between the obtained results in 
forested and watered areas. Th is methodology combines 
the DinSAR method, the analysis of a digital relief model 
(DEM), the study of base surface maps, and the results of 
calculating spectral indices [3]. Th is approach has proven 

Fig. 1. Illustrarion of the study area: Staiky, Ukraine. 50° 5’46.75»N 30°54’2.06»E
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eff ective in remote geoecological monitoring of landslide 
processes, particularly in identifying areas of active land-
slides caused by the overwetting of rock complexes on the 
Dnieper slopes. 

One of the study’s results is the creation of a susceptibility 
landslide map of the territory at the regional level for 
the Rzhyshchiv United Territorial Community of the 

Kyiv Region. Eight factors that aff ect the development 
of landslides or can be defi ned as indicators of landslide 
processes were selected for this analysis.

In the Kyiv region, landslides manifest in various cha-
racteristics and stages of development. Th e severity of land -
slide development intensifi es under conditions of high relief 
energy, steep and high slopes, fl uctuating reservoir levels, 

Fig. 2. Steps of DEM generation with Sentinel-1: a — Sentinel-2 image from 15.03.2023 (for visual reference), 
b — Sentinel-1 image from 21.03.2023, c — interferogram from 21.03.2023 and 03.04.2023, d — coherence image, 

e — unwrapped interferogram, and f — phase to displacement calculated based on derived unwrapped interferogram
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and proximity to sub-parallel faults. Th e hydro meteo ro-
logical factor signifi cantly triggered the heightened landslide 
activity in 2013, particularly excessive precipitation and 
soil oversaturation. Vegetation, notably trees, conceals a 
substantial portion of the right bank of the Kaniv Reservoir, 
rendering stabilised landslide bodies invisible on optical 
images. Vertical walls of landslides with outcrops are 
only visible from lower terraces or fl oodplains. Our study 

leveraged remote sensing data to depart from conventional 
landslide research methods. Th is data off ers a unique 
advantage regar ding remote accessibility, observation 
visibility, and the ability to monitor geological processes 
with high periodicity, thereby enhancing our understan-
ding of landslide activity [2].

In the frame of this study, we developed an algorithm 
and described the technique for creating a landslide sus-

Fig. 3. Fragment of the displacement map result with masked areas of low coherence for the Kaniv Reservoir

Fig. 4. 3D model of the resulting maps of the geological, geographical and geophysical state of the study region
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ceptibility map using the hierarchy analysis method. Th is 
is the fi nal stage of the developed methodology for remote 
geoecological monitoring of landslides, applied to the right 
bank of the Kaniv Reservoir in the Vytachiv  — Stayka 
region. Th e technique is generally based on algorithms for 
obtaining data, mainly the algorithm for creating a mapping 
scheme of vertical displacements of the earth’s surface using 
radar interferometry (Fig. 4).

Th e analytic hierarchy process (AHP), a well-established 
approach introduced by Saaty in 1980, was used to deter-
mine the factors’ relative weight [4]. Th is method allowed 
us to establish the priority of factors and subfactors that 
cause landslides on the right bank of the Kaniv Reservoir. 
Th e factors found to be signifi cant for assessing landslide 
hazards as indicators grouped according to the genesis or 
the method of obtaining information. Our team of experts, 
who used a nine-point ordinal “relative importance” scale, 
carried out the pairwise comparisons, which were crucial 
in this process.

Th e AHP tool in our study enables us to construct an 
objective function and evaluate the infl uence of each system 
characteristic. Th e analysis of factors aff ecting landslides 
is a step-by-step process involving the development of a 
hierarchical structure, binary comparisons of criteria, 
establishment of a comparative matrix, calculation of prio-
rity vectors, evaluation of the consistency index, creation 
of a table of importance, and fi nal decision making based 
on a generalised criterion.

Using the AHP, we determined two potential scenarios for 
the study area: stable and unstable. We also created maps of 
the area’s susceptibility to landslides under these conditions. 
Our fi ndings revealed that vertical displacements, slope 
steepness, lithology, and soil moisture are the most infl u-
ential factors in landslide activation. Using maps of base 
surfaces and lineament density, we also identifi ed the zones 
at the highest risk for new landslide formation. Interestingly, 
the biophysical parameters of the study area allowed us to 
identify regions unaff ected by landslides, underscoring the 
practical value of our research [5].

Th e result is signifi cant as it explains the varying sus-
ceptibility of diff erent areas in the studied region to deve-
loping landslide processes. Th is understanding is crucial 
as it helps us identify the areas with the most signifi cant 
threats, thereby paving the way for the rational adoption 
of management decisions.

One of the meticulous stages in the method of remote 
geoecological monitoring involves conducting fi eld re-
search at nine carefully selected test sites. Here, we 
observe manifestations of exogenous geological processes, 
such as landslides and erosion, which signifi cantly impact 
the topography of the slopes. We also study the infl uence 
of natural factors, such as precipitation, water fl ows, and 
wind, which are common in the study area. To ensure the 
accuracy of our fi ndings, we chose control plots that serve 
as ideal examples for measuring the stable level of the 
Earth’s surface. Th ese plots are untouched by agriculture, 

remain unprocessed, and are free from anthropogenic 
infl uence, ensuring their relief remains unchanged.

We delve into the region’s current geoecological issues, 
in vestigating the factors that trigger the formation or stabi-
li sa tion of landslides. It introduces a novel technique for 
remote geoecological monitoring of landslides, enabling 
the analysis of the present state and prediction of landslide 
de ve lopment in a specifi c area. Th is innovative approach is 
founded on using remote sensing data and geoinformation 
systems. Th e application of up-to-date remote sensing data 
processing and analysis technologies facilitates the effi  cient 
identifi cation of potential landslide risk regions and their 
environmental impact.

Remote geoecological monitoring technique of landslides 
consists of the following stages:

– determination of the potential risk of danger — iden-
tifi cation of the area’s most susceptible to landslides;

– determination of the structural features of the study 
area — the main characteristics of the structure, including 
geological formations and natural landscape complexes;

– determination of the topographic features of the study 
area — the relief of the territory, including the diff erence 
in heights, the presence of reservoirs, valleys, ravines and 
streams;

–  creating a map of the territory’s susceptibility to 
landslides (Fig. 5), analysing the geological structure of the 
study area and its topographic and biophysical properties 
to determine the degree of susceptibility to landslides; 
analyzing the reliability of the constructed susceptibility 
map using the available information of the study region.

Active landslide areas occupy the reservoir bank, spread 
within all settlements and in truss-beam systems. Within 
the fi eld research route, the landslide areas have a very 
high level of danger under favourable and unfavourable 
scenarios of the development of events. According to the 
magnitude of the vertical displacements of experimental 
sites 5—9 during the entire study period, the landslide 
susceptibility map has a very high level of danger. At the 
same time, sites 1—4, which were almost inactive during 
the entire study, also have a very high level of danger. 

Th is is explained using the AHP soft ware module, 
according to which all data have a spatial resolution of 10 m. 
Accordingly, the result of the analysis is more generalized. 
In the study area, landslides are most common in areas 
with grassy cover and open soils; the most stable regions 
are forests. Th e most signifi cant amount of moisture and 
landslides is characteristic of the right bank of the Kaniv 
Reservoir. Th e value of the earth’s surface displacements is 
the primary evaluation criterion, demonstrating the cor-
relation between vertical displacements of the surface and 
the territory’s susceptibility to landslides.

Th e accuracy and reliability of forecasts of the territory’s 
susceptibility to landslides depend on the quality, type, and vo-
lume of input information and the choice of the optimal com -
bination of factors for activating landslide processes, which 
directly depend on the characteristics of the studied territory. 
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Th e advantage of using remote sensing data to assess the 
susceptibility of the territory to landslides is their promptness 
and availability. Since fi eld geological studies require detailed 
preliminary planning of works and a signifi cant period of ti-
me for their implementation from two months to six months, 
at the same time, the use of remote data allows monitoring 
of landslide-prone areas with a frequency of 12 days [6].

Another signifi cant advantage of using remote sensing 
data with a mathematical apparatus for processing many 
criteria to obtain a result is visibility and fl atness. When 
planning and establishing engineering-geological studies, 

as a rule, attention is paid to areas already known with 
a particular history of observations. During the planar 
assessment of the territory, it is possible to assess those areas 
where previous studies were not conducted. Still, according 
to the data of remote geoecological monitoring, there is a 
high or very high level of danger, and prior studies have yet 
to reveal such facts, or these areas were not studied.

Landslide susceptibility mapping using remote geo eco-
logical monitoring techniques can provide decision-makers 
with frequent information on infrastructure development 
and land use planning at the local and regional levels.

Fig. 5. Map of landslide susceptibility level
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Introduction
Th is article presents advanced methods for forest moni-

toring using remote sensing data, computational machine 
learning techniques, and cloud computing platforms. 
Th e work focuses on three main research directions: 
1) Intelligent feature engineering for semantic segmentation 
of damaged forest areas from satellite imagery using 
genetic algorithms [1—5]; 2) Intelligent analysis of forest 
cover change dynamics in confl ict zones based on time-
series satellite imagery [6]; 3) Semi-automated mapping 
of European forest types with high resolution using the 
Google Earth Engine cloud platform [7—9]. Th e results 
demonstrate the eff ectiveness of the developed approaches 
in detecting damaged forest areas, assessing the impact of 
military actions on forest vegetation, and creating up-to-
date maps of forest vegetation types across Europe. 

Th e fi rst part of the study introduces an automated feature 
selection method using genetic algorithms for semantic 
segmentation of forest diseases from satellite imagery. 
Th is approach includes numerical evaluation of individual 
features and their combinations, along with a simplifi ed 
representation of vegetation indices to facilitate feature set 
optimization. Th e framework enhances feature engineering 
for earth observation, enabling precise identifi cation of 
forest health degradation with minimal labeled data.

Th e second part aims to explore the impact of militarized 
occupation of natural protected areas and the subsequent 
interruption of conservation eff orts on ecosystem sustai nabi-
lity. By analyzing time-series satellite imagery before, during, 
and aft er the confl ict, the study quantifi es and evaluates 
policies and processes underlying the establishment of 
the Emerald Network in the Luhansk region of Ukraine. 
Th e results indicate that the separation of ecosystems from 
environmental protection institutions and policies through 
the occupation of territory led to dramatic deforestation and 
loss of ecosystem sustainability.

Th e third part focuses on mapping European forest types 
by harnessing the power of high-resolution Sentinel-1 and 
Sentinel-2 satellite data from the Copernicus program. Th e 
novelty lies in the integration of various data sources for 
training dataset creation and the utilization of the Random 
Forest classifi er on the Google Earth Engine cloud computing 
platform. Th e resulting forest type map for 2022 has a fi ne 
spatial resolution of 10  meters and distinguishes between 

broadleaved, coniferous, and mixed forests, with an imp-
res sive overall accuracy of 93%.

Th is research demonstrates the potential of synergizing 
cutting-edge remote sensing, machine learning, and cloud 
computing technologies to tackle complex environmental 
challenges at a continental scale. Th e developed metho-
do lo gies pave the way for future advancements in forest 
disease monitoring, fi re danger, conservation eff orts, and 
environmental impact assessment, empowering informed 
decision-making in sustainable forest management.

Feature Engineering for Semantic Segmentation 
of Forest Diseases

Remote sensing techniques leveraging satellite imagery 
are increasingly utilized for environmental monitoring tasks 
such as land use classifi cation and assessment of vegetation 
health. In particular, semantic segmentation methods based 
on machine learning have recently attracted much attention 
for their ability to delineate geographical regions of interest 
in satellite imagery. However, while these techniques have 
been extensively studied for various applications, such as 
land cover mapping and urban development analysis, the 
task of forest health monitoring [5], particularly the fi re 
danger monitoring [11, 12], identifi cation of bark beetle-
induced damage, remains relatively novel. 

Our study aims to address the following research ques-
tions:

1) How to eff ectively defi ne and optimize feature infor-
mativeness and independence for semantic segmentation 
of forest diseases?

2)  Does computational feature engineering improve 
segmen tation accuracy and increase model robustness 
com  pared to utilizing spectral bands of satellite imagery?

To deal with the research questions we introduce an auto-
mated feature selection method using genetic algorithms 
that eliminates the need for model training. Th is approach 
includes a numerical evaluation of individual features and 
their combinations, alongside a simplifi ed representation 
of vegetation indices for easier feature set optimization. 
Our framework enhances feature engineering for earth 
observation, especially in identifying forest diseases.

We have defi ned two key study areas for our investi ga-
tion. Th e primary area, located in the Grand Est region of 
France, includes satellite images and corresponding stress 
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masks that delineate areas of forest under stress. Th e project 
provided us with the Dataset 1, which comprises 60 sites of 
damaged forests, totaling 385,637 coniferous forest pixels, 
of which 7% exhibit signs of stress. For the purposes of 
model training and validation, we divided these sites so that 
both the training and validation datasets contained a nearly 
equal proportion of stressed pixels. Th e training set includes 
28  sites, featuring 13,017  stressed and 189,608  healthy 
pixels, whereas the validation set encompasses 32  sites, 
with 13,868 stressed and 169,144 healthy pixels. 

To assess the robustness and general applicability of our 
models, we also incorporated a second study area located 
in the Chornobyl Exclusion Zone, Ukraine, utilizing 2018 
satellite imagery. Th is area serves as an additional dataset for 
visual analysis to evaluate model performance (Dataset 2), 
although it is important to note that comprehensive labelling 
of stressed coniferous areas is not available for this dataset.

We use Sentinel-2 multispectral images as input data. As 
is known, such images contain information about the Earth’s 
surface in diff erent spectral bands, which allows us to use 
them for various purposes, such as land cover monitoring, 
vegetation measurement, and detection of environmental 
changes. Also, we have used vegetation indices  — quan-
titative indicators used to measure and analyze plant growth 
and health based on the spectral properties of vegetation. 
As well as vegetation indices are quantitative state estimates 
and can be designed to distinguish objects from others, 
they serve (along with spectral bands) as features for 
segmentation. Since vegetation indices are mathematical 
functions, we propose to use a more generalized concept — 
a class of vegetation indices — to facilitate work with them. 
A detailed description of the methodology for the formation 
of informative features using the Bhattacharya distance is 
described in detail in the works [1—3].

Violin plots (Fig. 1) for features from the top-performing 
BANDS, MCARIbased, FRAC3, and HUESIMP models 

show the distribution across healthy and stressed labels, with 
feature values normalized using RobustScaler trained on 
healthy forest data. Fig. 1 suggests the most discriminative 
bands are Red (B4) and SWIR (B11-B12), while other bands 
are less informative. Fig. 1 indicates that selected features 
are more informative, albeit with some decreasing trends.

Th e segmentations by the models based on MCARIbased 
(Fig. 2, b), FRAC3 (Fig. 3, a), and HUE (Fig. 3, b) were largely 
consistent, with MCARIbased occasionally identifying 
non-forest areas as stressed. Th e segmented areas, viewed 
against the ground truth in Fig. 4, b, tended to overestimate 
stressed regions. Yet, comparing the RGB image in Fig. 4, a 
with the segmentations in Fig. 3, it’s noticeable that areas 
classifi ed as stressed have a distinct, lighter, and more 
brownish hue, potentially signaling imminent stress. Th is 
suggests a mild over-sensitivity in the models, possibly 
stemming from inaccuracies in the training data or a need 
for fi ner threshold adjustments for classifying forest health.

Th e segmentation outcomes (Fig. 2, 3) suggest the need 
for suitable augmentation during model training, favoring 
complex convolutional networks over pixel-based appro-
aches, or relying on vegetation indices like HUE that are 
resistant to constant noise.

Model robustness was tested on Dataset 2 (Ukraine), with 
segmentation results shown in Fig. 6. Th e images in Fig. 5, 
normalized like in Fig. 4, a, display signifi cant brightness 
variations, emphasizing the importance of accounting for 
brightness diff erences in feature selection and model training. 
Segmentation analysis (Fig. 6) suggests a high stress level 
across the coniferous forest. However, BANDS (Fig. 6, a) and 
MCARIbased (Fig. 6, b) models yielded noisy outcomes, 
while FRAC3 (Fig. 6, c) and HUE (Fig. 6, d) models were 
less noisy but HUE misclassifi ed many non-coniferous areas 
as stressed. Th is was expected since the models were trained 
solely on coniferous forest data without a forest type mask. 
Th e models’ sensitivity led to most forests being marked as 

Fig. 1. Violin plot of spectral 
bands used and their individual 

informativeness (DB)
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stressed, which was later confi rmed by experts, especially 
visible in the light brown tint of the forest in Fig. 5, b.

Th is research illustrates that leveraging optimized feature 
engineering with vegetation indices can notably enhance 
the semantic segmentation of satellite forest imagery over 
traditional spectral band usage [1—3]. By employing specia-
lized informativeness and independence functions along 
with genetic algorithms for feature selection, we achie-
ved high-quality models without compromising accuracy. 
Vege tation indices resilient to brightness variations proved 
especially eff ective in maintaining segmentation quality 
despite signifi cant diff erences in image brightness between 

Fig. 2. Results of segmentation of test site of Dataset 1 by a — BANDS, b — MCARIbased models

Fig. 3. Results of segmentation of test site of Dataset 1 by constant noise independent a — FRAC3, b — HUE models

Fig. 4. Dataset 1 test area: a — RGB Sentinel-2 image, b — ground truth mask

Fig. 5. Sentinel-2 images for Dataset 2 test area during 
winter (a) and summer (b) of 2018
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training and test datasets, addressing a common challenge 
with spectral bands and conventional indices [4]. We 
introduced novel approaches to feature engineering in 
remote sensing, such as mathematical defi nitions for 
feature informativeness and independence that facilitate 
numerical feature set optimization, and the use of generative 
classes for vegetation indices to bypass the need for manual 
index enumeration. Th ese methodologies, particularly the 
introduction of brightness-invariant index classes, demonst-
rated consistent segmentation results across varying image 
conditions. Th ese techniques can signifi cantly aid in large-
scale forest monitoring, enabling precise detection of health 
degradation with minimal labelled data [5]. To expand 
the research area and detailed analysis of forest health, we 
created a data set for machine learning for the territory of 
Ukraine [13].

Methods of intel lectual analysis of the dynamics 
of forest cover change in Ukraine

Th e war has infl icted a range of harms on the socio-
eco logical system which are very likely to have lasting 
socio-ecological impacts. Assessing the environmental 
consequences of these events is nearly impossible due to the 
lack of physical access to these areas. To these ends, we aimed 
to explore the impact of the militarized occupation of natural 
protected areas and the subsequent interruption of con-
servation eff orts on ecosystem sustainability. Such research 
can be conducted only using long-term observations before 
the military confl ict and aft er the hot phase of the confl ict 
and the establishment of a stable demarcation line. Due to the 
active warfare in 2022 and 2023, it is premature to quantify 
ecosystem conservation consequences. Th us, we focused on 
the progress of the Emerald Network establishment in the 
Luhansk region (Fig. 7) in terms of land cover changes in 
the environmental protection zones from 1996 to 2020 [6].

Quantifi cation and evaluation of policies and processes 
underlying the establishment of Emerald Network in the 
Luhansk region was conducted by analyzing forest cover 
changes trends in the territories on both sides of the 
confl ict demarcation line established aft er the “Minsk-2” 
and “Misnk-3” agreements in 2014 and 2015. Utilizing the 
principles of deforestation pressure-based management 
regime comparison, we evaluated the eff ectiveness of the 
Bern Convention’s conservation policies and examined the 

Fig. 6. Results of Dataset 2 test area segmentation by BANDS (a), MCARIbased (b), FRAC3 (c), HUE (d)

Fig. 7. Emerald Network sites in Luhansk region 
separated by demarcation line. Th e gray hashed area 

represents territory under Russian control aft er 2014 with 
an established demarcation line in 2015. Th e hashed area 

represents Emerald Network sites established on the blanks 
of Siverskyi Donets river
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impact of the territory’s separation on the environment by 
comparing forest area changes in territories under Ukrainian 
and Russian control. Gathering ground-referenced data in 
active confl ict zones is impossible because of the high risks to 
security. Consequently, we employed remote sensing-based 
approaches, commonly used for assessing areas aff ected 
by warfare, to analyze changes in land cover and land use 
before, during, and aft er the confl ict. We chose 1996 to 2020 
as a research time period for the analysis because during 
these years Ukraine joined Th e Bern Convention, and the 
planned fi nal year for Emerald Network establishment 
(excluding time aft er the catastrophic wildfi re). Th is time 
period is further divided into three parts. Th e fi rst (from 
1996 to 2000) shows the trend before the creation of the 
Emerald Network. Th e second (from 2000 to 2013) shows the 
progress of the Emerald Network establishment before the 
confl ict. Th e third (from 2013 to 2020) shows the progress 
of conservation aft er the beginning of the confl ict. Aft er the 
end of the Russian-Ukrainian war, the establishment of a 
stable demarcation line, and ecosystem’s restoration process 

beginning, the methodology presented in this article can 
be extended to other regions of Ukraine for the post-war 
ecosystem conservation damage assessment.

We carried out a land-cover change assessment with 
the use of generated maps of the Luhansk region for 1996, 
2000, 2013, and 2020. Th e accuracy values of tree cover 
maps in terms of F1 score (which is the harmonic mean of 
the user’s accuracy and producer’s accuracy68) were 0.9, 
0.9, 0.84, and 0.88, correspondingly. 

Between 1996 and 2000, the annual deforestation rate 
on the territories under Ukrainian control was –0.86 ± 
±  0.22 th. ha per year or overall –3.42 ± 0.86 th. ha. A similar 
rate was observed in territories taken under Russian control 
aft er 2014 at an annual rate of –0.28 ± 0.1 th. ha per year or 
overall –1.1 ± 0.4 th. ha. Since 2000 Ukrainian government 
considered the creation of Emerald Network sites as a prio-
rity for the short- and long-term environmental-protection 
strategies. Aft er work began on establishing Emerald Network 
sites and implementing EU sustainable development policies, 
changes in trends on both parts of the Emerald Network are 

Fig. 8. Emerald Network sites established on the blanks of Siverskyi Donets river in Luhansk region. Th e map represents Emerald 
Network sites with IDs UA0000069, UA0000315, UA0000209, UA0000078, and the southern portion of UA000031377. Th e left  

images show Landsat images for 1996 to 2013 and Sentinel-2 images for 2020 in false color with short wave infrared 1 (–1.6 ^m), 
near-infrared (~0.8 ^m), and blue (~0.4 ^m) band combinations. Th e right images show the stable, gained, and lost tree cover 

for respective years and time periods. Areas and changes represent tree cover changes and net gains for territories under Ukraine 
and Russia’s control, respectively
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evident. Between 2000 and 2013, annual reforestation rates 
in territories under Ukraine control were +0.67 ± 0.09 th. ha 
per year with +8.7 ± 1.2 th. ha total forest area growth. At the 
same time, territories that were to be under Russian control 
had an annual rate of +0.19 ± 0.06 th. ha per year and total 
+2.48 ± 0.79 th. ha growth. Th e military confl ict in 2014, and 
the subsequent segmentation of territory on the occupied 
and non-occupied by demarcation line, changed trend’s 
patterns during 2013—2020. During this time period, we 
found that territories that remained under Ukraine’s control 
kept in place reforestation and conservation processes with 
+1.19 ± 0.18 th. ha per year annual rate and total area in an 
increase of +8.3 ± 1.25 th. ha. However, territories that were 
taken by the Russian control experienced rapid deforesta-
tion of –1.23 ± 0.15 th. ha per year annual rate and –8.6 ± 
±  1 th. ha total forest area loss. Results (Supplementary Tab-
les 2 and 3) indicate that territories remained under Ukraine’s 
control even under the conditions of military confl ict with 
increased vulnerability and consequent ecological problems 
in the region continued progression of conservation while 
territories under Russian control lost 20 years of sustainable 
development progress with 25% of forest loss (compared 
the 2013 estimates).

Th e majority of forest area in the Luhansk region is 
concentrated in the fl oodplains of the Siverskyi Donets 
River site (Fig. 8) and was divided into two parts by a de-
marcation line. Both parts have the same ecological com-
munities of fl ora and fauna and are equally vulnerable to 
ecological problems due to post-military action damage. 
Before the confl ict in 2014, this area was entirely under 
Ukrainian government control and not segmented; this is 
refl ected by the uniform and consistent land-cover change 
trends before the war. However, aft er the partial separation 
of the region, we observed severe deforestation. Between 
2013 and 2020, Ukraine-controlled territories gained 18% 
of forest area, while Russia controlled lost 31%.

Our analysis indicates that Ukraine achieved a total re-
forestation area of 11.17 ± 1.45 th. ha before the beginning 
of the confl ict and 17 ± 1.74  th. ha from 2000 to 2020 on 
the Ukraine-controlled territories. At the same time, defo-
res tation rates of territories under Russian cont rol with 
si mi lar bio-physical characteristics and the same war-
related vul nerability factors indicate that the separation 
of eco sys tems from environmental protection institutions 
and policies through the occupation of territory led to 
dramatic deg ra dation of the environment and loss of 
ecosystem sustainability.

European forest types mapping 
using high-fi delity satellite data 

Accurate and up-to-date forest ty pe maps are crucial for 
eff ective monitoring and management of forest ecosystems 
across Europe. However, the availability of up to date high-
resolution forest type maps has been limited. Th is study 
introduces an innovative semi-supervised approach for 
mapping European forest types by harnessing the power 

of high-resolution Sentinel-1 and Sentinel-2 satellite data 
from the Copernicus program. Th e novelty of the approach 
lies in the integration of various data sources for training 
dataset creation and the utilization of the Random Forest 
classifi er on the Google Earth Engine cloud computing 
platform. Th is innovative combination enables effi  cient 
processing and classifi cation of vast amounts of satellite 
imagery for large-scale forest type mapping. In particular, 
the LUCAS Copernicus 2018 and 2022 datasets were 
employed for training and validation, ensuring the 
robustness of the classifi cation model. Th e resulting forest 
type map for 2022 has a fi ne spatial resolution of 10 meters 
and distinguishes between three key classes: broadleaved, 
coniferous, and mixed forests. Accuracy assessment using 
independent validation data demonstrated the reliability 
of the proposed approach, yielding an impressive overall 
accuracy of 93%. Comparative analysis with existing forest 
products revealed both consistencies and diff erences, 
underscoring the dynamic nature of forest ecosystems. Th e 
generated map fi lls a gap in up to date geospatial information 
on European forest types, empowering informed decision-
making in forest management, conservation eff orts, and 
environmental impact assessment. Th is study demonstrates 
the potential of synergizing cutting-edge remote sensing, 
cloud computing, and machine learning technologies to 
tackle complex environmental challenges at a continental 
scale, paving the way for future advancements in forest 
monitoring and management.

For forest type classifi cation we have used 12-day mean 
composites of SAR Sentinel-1 satellite data with VV, VH 
bands with 10-meters spatial resolution and Sentinel-2 
data with preprocessing Level-2A and a spatial resolution 
of 10 meters are employed in Google Earth Engine cloud 
platform [14, 15]. Th e revisit time of Sentinel-2 is every 
5 days; however, due to signifi cant cloud cover, three com-
posites are generated and used.

For training and testing the creation of forest type maps 
for Europe, the LUCAS Copernicus 2018 open dataset 
serves as the primary resource. Despite being based on 
2018 data, this dataset remains suitable for forest type 
classifi cation due to the relatively slow change in forest 
types over time. A fi ve-year span is not considered extensive 
for a land cover type like forests. To update this dataset 
for 2022, the global land cover data from WorldCover 
2021 was utilized. Samples that exhibited a change in class 
between 2018 and 2021 were subsequently excluded from 
consideration. Th e great advantage of LUCAS Copernicus 
2018 data set is that for each sample there were 5 photos 
that confi rm the correctness of the class that is entered for 
this sample. Fig. 9 illustrates the geospatial distribution of 
the resulting dataset for three types of forests (broadleaved, 
coniferous, and mixed). To train the model and validate 
the resulting product, the dataset was divided into an 80:20 
ratio within each distinct group of countries. 

Th e prepared stack of satellite Sentinel-1 and Sentinel-2 
composites together with prepared pre-fi ltered LUCAS 
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Copernicus 2018 train data were used as input data for forest 
type classifi cation. All data (satellite and train data set) is 
contained in cloud and we don’t need extra resource to train 
the classifi er. For each separate group of countries, we trained 
diff erent Random Forest models due to GEE capacity with 
100 number of trees. Leveraging the cloud platform Google 

Earth Engine facilitates seamless scalability and utilization 
of the model across extensive areas, particularly throughout 
Europe, as demonstrated by previous studies [7, 15]. Th e 
developed methodology for obtaining a classifi cation map 
of forest types for Europe [8, 16] is schematically presented 
in the Fig. 10.

Fig. 9. Th e geospatial distribution of the prepared data set for 3 types of forests (broadleaved, coniferous and mixed) by selected groups

Fig. 10. Workfl ow of forest type map creation
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Th e main outcome of this study is the forest type clas-
si fi cation map for the year 2022 covering the European 
territory, featuring a spatial resolution of 10 meters. Th e 
overall accuracy of created map is more than 90%. Th e 
resul ting map includes 3 forest type classes (broadleaved, 
coniferous and mixed) and available for visualization by 
the link https://ee-swift t.projects.earthengine.app/view/
foresttype [9].

Conclusions
Th is article has demonstrated the immense potential of 

integrating advanced remote sensing data, computational 
machine learning techniques, and cloud computing plat-
forms for addressing complex challenges in forest eco sys tem 
monitoring and management. Th e developed approaches 
have yielded promising results across three main areas of 
investigation.

Firstly, the proposed automated feature engineering 
framework based on genetic algorithms has showcased 
remarkable performance in identifying informative featu-
res for semantic segmentation of damaged forest areas 
from satellite imagery. By numerically evaluating feature 
informativeness and independence, and leveraging a 
simplifi ed representation of vegetation indices, this method 
has proven eff ective in optimizing feature sets for accurate 
segmentation. Th e elimination of manual feature selection 
and model training processes represents a signifi cant 
advancement, enabling effi  cient analysis of vast satellite 
data repositories with minimal labeled data requirements.

Secondly, the intellectual analysis of forest cover change 
dynamics in confl ict zones has provided insights into the 
detrimental impact of militarized occupation on ecosystem 
sustainability. Th rough the analysis of time-series satellite 
imagery, this study has quantitatively demonstrated the stark 
contrast in deforestation rates between areas under Ukrainian 
control, where conservation eff orts were maintained, and 
those under Russian occupation, which experienced rapid 
and severe deforestation. Th ese fi ndings underscore the 

critical importance of environmental protection policies 
and institutions in preserving forest ecosystems, even amidst 
challenging circumstances such as armed confl icts.

Th irdly, the innovative semi-automated approach for 
mapping European forest types has yielded highly accurate 
and up-to-date geospatial information on a continental 
scale. By harnessing the power of high-resolution Sentinel-1 
and Sentinel-2 satellite data, in conjunction with the 
Random Forest classifi er and the Google Earth Engine cloud 
computing platform, this methodology has overcome the 
limitations of traditional mapping techniques. Th e resulting 
10-meter resolution forest type map for 2022, distinguishing 
broadleaved, coniferous, and mixed forests, with an overall 
accuracy of 93%, represents a signifi cant contribution to 
informed decision-making in forest management and 
conservation eff orts across Europe.

Th e successful integration of cutting-edge technologies, 
including remote sensing, machine learning, and cloud 
computing, has opened new frontiers in the fi eld of forest 
monitoring and management. By leveraging the synergies 
between these domains, researchers and practitioners 
can overcome the challenges posed by the vast scales and 
complexities of forest ecosystems, enabling more compre-
hensive, accurate, and timely assessments.

Future research endeavors should focus on further 
refi ning and enhancing these methodologies, exploring the 
incorporation of additional data sources such as ground-
based observations and climate models, and expanding 
their applications to diverse forest ecosystems worldwide. 
Collaborative eff orts between researchers, policymakers, 
and stakeholders will be crucial in translating these tech-
nological advancements into tangible impacts on sustai-
nable forest management, biodiversity conservation, and 
climate change mitigation eff orts.
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Introduction
Water quality indicators of surface reservoirs are impor-

tant for obtaining drinking water, recreation, agriculture 
and industry. Finally, but not least, the quality of surface 
water is important for the maintenance of biodiversity in 
aquatic and terrestrial ecosystems, so its monitoring is 
necessary. From an ecological point of view, the term “water 
quality” corresponds to the most important biotic and 
abio tic characteristics, among which the concentration of 
chlorophyll and suspended solids are the most important. 
Th e concentration of chlorophyll is an integral indicator of 
the number of algae, and therefore of the infl ow of energy 
and biomass into the reservoir due to photosynthesis. Since 
phytoplankton development depends on the availability of 
micro- and macronutrients, a high chlorophyll concentration 
is a reliable indicator of pollution by return water of water 
channels or washing off  fertilizers used in agriculture. 
Suspended solids are direct pollution due to the lift ing of 
silt by turbulent currents or brought from tributaries with 
high linear current velocity. Since they increase turbidity and 
make it diffi  cult to correctly determine the concentration of 
chlorophyll, their remote determination is needed also for 
making the corresponding corrections.

Diff erent approaches and algorithms exist for deter mi-
ning and monitoring various parameters of water quality, 
in particular: suspended matter [1, 2], chlorophyll [3—6], 
concentration of cyanobacteria, colored dissolved organic 
matter, dissolved organic carbon and water color [7, 8]. 
Such algorithms are developed by creating models based 
on spatio-temporal data bases on in situ water quality and 
their corresponding combinations of light refl ectance co-
effi   cients of various spectral bands received remotely by 
satellites. Th e implementation of such algorithms in a 
new water area, depending on the characteristics of wa-
tercourses, requires at least adaptation based on in situ 
data, and in some cases, it may be necessary to modify 
existing or develop new algorithms. Simulated, or syn-
thetic, data on surface water pollution derived from 

satellite data, despite lower accuracy and unavailability 
for narrow watercourses, can be a valuable addition, as 
they provide an assessment of pollution over large areas, 
in places where ground monitoring is not carried out or 
is not possible. Th anks to the wider and detailed spatial 
coverage, in particular, it is possible to localize potential 
sources of pollution and carry out integral assessments of 
watercourse pollution levels.

Th e purpose of our research was to develop and test the 
concept of surface water quality modeling based on the 
spectro-temporal data of the Sentinel-2 satellite (level L2A).

Methodology
General workfl ow. 1. Analyze the open monitoring data 

of the State Water Agency for 2016—2021 to create a concept 
of their modeling and initial research points sampling. 
Th e choice of research points and dates is determined 
by the possibility of obtaining relevant satellite data and 
reliably diff erent levels of pollution with a similar general 
structure of pollution. 2. Develop scripts for downloading 
and preprocessing data using Python and Google Earth 
Engine. 3. Using the sample of spectral data for selected 
points (potential predictor variables) and State Water 
Agency data (ground truth data on the actual state of water 
bodies), conduct preprocessing, analysis and implement 
the modeling conception using deep learning algorithms 
at selected points on data for 2019, 2021, 2022 and 2023, 
and the prediction on the Dnipro River for 2021—2023. 
4. Perform the analysis of the predictions and their possible 
relationships with the “blooming” of water and hostilities.

Data
Ground truth data. Th e data were obtained from an open 

source at the link https://data.gov.ua/dataset/surface-water-
monitoring. We analyzed the general availability of data for 
all parameters and chose for analysis those that were present 
in the vast majority of measurements: BOD-5 (biochemical 
oxygen consumption for 5 days), suspended matter content 
(mg/l), sulfate content (mg/l), chloride content (mg/l), 
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ammonium ion content (mg/l), nitrate content (mg/l), nitrite 
content (mg/l), phosphate content (mg/l), COD (chemical 
oxygen consumption).

An exploratory analysis was performed, including com-
paring average annual dynamics, a correlation analysis 
bet ween various pollution parameters, and a principal 
component analysis to assess the diff erences in the 
structure of pollution between river basins. Based on this 
analysis, it was concluded that diff erent points and diff erent 
years are generally characterized by consistent diff erences 
in pollution levels, and variations within one point and 
year are signifi cantly lower. Also, basins were consistently 
diff erent by the pollution structure.

All records from 2016 to 2021 were used to analyze 
the pollution structure, and only from 2019 to 2023 were 
used for modeling, as there were not enough cloud-free 
Sentinel-2 images in earlier years.

Th e test points were selected manually in such a way 
that the riverbed in the corresponding places was wide 
enough for the correct interpretation of the Sentinel-2 
data, that is, at least 60 m. Polygons were created at the level 
of the corresponding points (Fig. 1). A total of 133 plots 
were created. For spatial cross-validation and the study of 
the possible impact of the war, all stations were divided 
into 4 groups: “Siverskyi Donets”, “Dnipro-1”, “Dnipro-2”, 
“Others”. Th e “Dnipro-1” group included stations above 

the Kakhovka Reservoir, and the “Dnipro-2” group — at 
the level and below the Kakhovka Reservoir (Fig. 1).

For the “Siverskyi Donets” group, data from the State 
Water Agency are available only until 2021. Th e “Dnipro-1” 
group includes stations more than 300 km upstream, 
data are available until 2023 inclusive. Group “Dnipro-2” 
includes stations below 300 km downstream, data are 
available until 2023. Group “Other” — other rivers, except 
Kalchik, Kalmius, Danube and its tributaries.

Sentinel-2 data. Th e data were downloaded using 
Google Earth Engine through the appropriate application 
program interface (API) in Google collaboratory. Col-
lec tions “COPERNICUS/S2_SR” and “‘COPERNICUS/
S2_CLOUD_PROBABILITY” were used.

Starting in 2022, in some images of the Sentinel-2 L2A 
collection a value of 1000 have been added to all channels 
to harmonize the data. We detected and corrected this 
so that all data are in a single domain and suitable for 
direct comparison. To detect this shift , a 1 percentile was 
calculated for the B2 (blue) channel and compared to 1000.

For modeling, the spectral bands B2, B3, B4, B5, B6, B7, 
B8, B8A, B11, B12 and the vegetation indexes (VIs) NDVI, 
NDWI, SAVI, and ARVI were used. To mask out clouds 
and shadows, we used the algorithm recommended by the 
Google Earth Engine. We used a cloudiness fi lter threshold 
at 60%, and masked out all pixels with a probability of 

Fig. 1. Spatial distribution of test points by groups: the “Other” group is marked in green, “Siverskyi Donets” in orange, “Dnipro-1” 
in blue, and “Dnipro-2” in light blue
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cloud or cloud shadow greater than 10% plus a buff er of 
80 m out of them. Aft er data exporting, a further pixelwise 
fi ltering and processing was performed according to the 
number of unique dates and linear resampling of the cor-
res ponding spectral data to equal intervals of 15  days 
from May 1 to September 30. Th e “interp1d” function of 
the “scipy” soft ware package was used for resampling. For 
this dataset, the global 2nd and 98th percentiles were 
calculated for each year and the data were normalized to 
these percentiles using the formula:
         Normalized data = (Data – P2) / (P98 – P2),         (1)
where P2 is the 2nd percentile, P98 is the 98th percentile. 
Th us, 96% of the data range on all channels was reduced 
to the 0—1 range.

Since the selected polygons varied greatly in size, from 
15 to 2000 pixels, the training data were regularized by 
randomly taking no more than 20 pixels from each polygon.

For making predictions, the spectral data for the entire 
Dnipro River was employed. In 2023, the geometry of the 

watercourse at the level of Kakhovka Reservoir was ma-
nually corrected considering changes aft er the explosion of 
the Kakhovka hydroelectric power station (Fig. 2).

To assess the dynamics of “water bloom” the ABDI index 
[9] was used, which was calculated according to the formula:
ABDI = RRE2 – RRed – ((RNIRn – RRed)  (λRE2 – λRed)) / 
                 (λNIRn – λRed) – [RRed – 0.5xRGreen],            (2)
where λ and R are the wavelength and spectral refl ectance 
index, and the marks RE2, Red, NIRn and Green cor res-
pond to channels B6, B4, B8A, and B3, respectively.

For ease of further analysis and interpretation, all 
the rasters with predictions and water «blooming» were 
converted to plots of dependence on the distance upstream. 
To generate the respective distance raster, a special 
algorithm was developed and employed: 1) along the entire 
course of the river, points were placed in the direction from 
the confl uence with the sea and upstream in such a way 
that a circle could be drawn from each previous point and 
none of the following points fell into it, except for the fi rst 

Fig. 2. Th e view of the Kakhovka Reservoir on the Sentinel-2 image as of 2023-08-05 (a) and the updated contour of the main 
channel of the Dnipro River shown in purple on top of the old contour shown in green (b)

Fig. 3. Th e procedure for preparing a gradient raster to determine the distance downstream
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following one (Fig. 3, a); 2) from each point to the next, a 
gradient circular raster was generated by the gdal.proximity 
function (Fig. 3, b) in order from the point of entry into the 
sea, where the gradient values corresponded to the distance 
from the center (previous point) in meters; 3) merged all 
rasters in reverse order; 4) cut the obtained raster along 
the contours of the river (Fig. 3, c). 

Modeling
Considering generally low intraseasonal pollution varia-

bi lity and the high inherent parasitic variability of spectral 
refl ectance of water bodies caused by currents and winds, 
training a supervised model for monitoring and fast-
tracking pollution changes seems impossible. However, a 
more integral approach can be used, adopting generalized 

time-series spectral data throughout a season and averaged 
yearly pollution data. Th e modeling was based on the 
assumption that the dynamics of complex changes in the 
spectral characteristics of water in the May—September 
period is related to the average level of pollution in the 
February—August period. Each point in time and space 
was validated for compliance with a given area of the water 
surface (masking of clouds, shadows from clouds, haze, 
boats, etc.). Th e available data on water quality parameters 
for the period February—August were averaged for each 
point-year combination. Th us, satellite and ground data were 
combined into one training dataset. Each pixel was regarded 
as a single-channel image with a size of 14  10 1 (14 spectral 
channels for 10 dates). For training, we used a spectro-
temporal convolutional neural network architecture for 

Fig. 4. Seasonal dynamics of water “blooming” at diff erent levels of water pollution according to various parameters
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regression problems, adapted from the source [10], where a 
similar topology was used, but for the classifi cation problem.

Spatial validation. Using data from years before 
2022, when the State Water Agency had full access to the 
monitoring stations, the suitability for spatial extrapolation 
was assessed. Th at is necessary for modeling water pollution 
in areas that became inaccessible aft er 2022 due to hostilities 
and occupation. To reduce the uneven distribution of values 
and the impact of outliers, all pollution indicators were 
logarithmized and the obtained result was normalized to the 
range 0—1. For each pollution indicator, a separate model was 
trained, using all available records in the State Water Agency 

database for each indicator. Th us, the amount of available 
data was diff erent for diff erent indicators and, accordingly, 
diff erent amounts of spectro-temporal data were used.

For model performance evaluation and as a loss func-
tion, a “mean absolute error” (MAE) metric was used.

Results
Relationships between water “blooming” and pollution 

level. For each pollution parameter, all stations were divided 
into “low” and “high” groups based on a comparison of the 
value with its median in the entire dataset. In each of the 
groups, the averaged seasonal dynamics of water “blooming” 

Fig. 5. Spatial cross-validation results, MAE ± SE where applicable

Fig. 6. Distribution of simulated BOD-5 by distance downstream of the Dnipro River
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were constructed and compared (Fig.  4). Th e content of 
biogenic ions (ammonium, phosphate, nitrate) was lower in 
water with a higher level of “bloom”, so other factors such as 
temperature and fl ow velocity were the main cause. Another 
explanation is the decrease in the content of biogenic elements 
due to their consumption by microalgae during their active 
growth. A decrease in the content of suspended matter was 
accompanied by an increase in the level of “blooming”, which 
is probably related to more effi  cient photosynthesis in clearer 
water. Th e relationship with oxygen-related parameters 
was predictable — increased levels of BOD-5 and COD 
decreased oxygen concentration with a more pronounced 

“bloom”, which is associated with intensive respiration of 
phytoplankton and increased concentrations of organic 
substances. Th erefore, the seasonal dynamics of water 
“blooming” is strongly related to diff erent water pollution 
parameters, and its use as a predictor not only for chlorophyll 
concentration but also for other parameters makes sense.

Cross-validation. Spatial cross-validation was carried 
out separately for years (2019, 2021 — 2023) for ammonium, 
BOD-5, phosphate, dissolved oxygen (DO), sulfate and 
suspended matter, and MAE was averaged (Fig. 5). In the 
“Dnipro-1” group, MAE was lower than 0.1 only for the DO 
and sulfate; in “Dnipro-2”, for BOD-5, phosphate, DO, and 

Fig. 7. Distribution of simulated Phosphate by distance downstream of the Dnipro River

Fig. 8. Distribution of simulated DO by distance downstream of the Dnipro River
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Fig. 9. Distribution of simulated Sulfate by distance downstream of the Dnipro River

sulfate; in the “Other” the extrapolation was unsuccessful; 
in the “Siverskyi Donets” group, the error was lower than 
0.1 for ammonium, BOD-5 and suspended matter, but the 
reliability of the extrapolation is questionable, since the 
data for this group were available only in 2019.

Analysis of predictions on the example of the Dnipro 
River. In the simulated BOD-5, an increase was observed 
in 2023 compared to 2021—2022 at the level of the Kyiv, 
Kaniv, Kremenchuk, and Kakhovka reservoirs, as well as in 
the area below the Kakhovka Reservoir (Fig. 6). Th e most 
pronounced diff erence was precisely at the level and below 
the Kakhovka Reservoir, which may be a consequence of 
the undermining of the Kakhovka Hydroelectric Power 

Plant dam and the change in the hydrological regime of 
the Dnipro River in 2023.

In the simulated phosphate, an increase was mostly 
observed in 2022—2023 compared to 2021 at the level of Kyiv, 
Kaniv, in the upper part of the Kremenchuk and the lower 
part of the Kamianske reservoirs. An increase was observed 
at the level of the Dnipro and Kakhovka reservoirs only in 
2023, and below the Kakhovka Reservoir — in 2022—2023 
(Fig. 7). Such changes can also be associated with hostilities. 
DO showed a weak downward trend observed in 2022—2023 
compared to 2021, except in the Kakhovka region, where the 
trend was the opposite (Fig. 8). Th e simulated sulfate in 2022 
was signifi cantly lower than in 2021 and 2023 (Fig. 9).

Fig. 10. Distribution of the water “blooming” level according to the ABDI index by distance downstream of the Dnipro River
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According to the ABDI index, there was a decrease 
in the level of water “blooming” in the lower part of the 
Kremenchuk, Kamianske and Dnipro reservoirs in 2022—
2023 compared to 2021 and a signifi cant decrease in the 
level of the Kakhovka Reservoir in 2023 compared to 
2021—2022. Th is trend also continued below downstream 
from the Kakhovka Reservoir.

Conclusions
Th e developed approach is in essence an extrapolation 

of ground truth information water quality with the use 
of Sentinel-2 spectral refl ectance as auxiliary data. Th e 
performance of the trained models may be questionable 

when applied to diff erent water areas or vegetation seasons. 
However, the validation results on the scale of Ukraine are 
reasonably good, corresponding to 10% error on average, 
and allow extrapolation and further analyzes of the state of 
reservoirs, based on which management decisions can be 
made in the future.

One of the important stages in the preparation of such 
extrapolations for large-scale calculations will be the iden-
ti fi cation of centers of growth of higher aquatic plants, 
since in these places the prediction of various indicators 
of pollution is incorrect, and the water “blooming” index 
acquires high values, although “blooming” may actually 
be absent.
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Introduction
Th e ongoing military confl ict in Ukraine has had de-

vastating impacts on the country’s environmental moni-
toring [1], as well as agricultural lands, posing a severe 
threat to global food security [2]. Accurate and timely 
monitoring of crop production losses and fi eld damages is 
crucial for guiding recovery policies, quantifying economic 
impacts, and ensuring food availability worldwide [3—21]. 
Th is study aims to leverage the power of satellite imagery 
and advanced machine learning techniques to address 
two critical tasks related to the war’s eff ects on Ukrainian 
agriculture [22—30].

Th e fi rst task focuses on developing an innovative data 
augmentation approach to enhance crop classifi cation 
models’ performance. Crop classifi cation maps are vital for 
various agricultural applications, including yield estimation, 
risk assessment, and sustainable land management. 
However, the real-world distribution of crop types and land 
cover classes is oft en imbalanced, hindering the scalability 
and transferability of traditional machine learning models. 
To overcome this challenge, the study proposes a novel 
data augmentation method that employs Generative 
Adversarial Neural Networks (GANs) with pixel-to-pixel 
transformation [31—35]. Th is approach generates realistic 
synthetic satellite images and corresponding segmentation 
masks, capturing underrepresented crop type distributions 
and enabling better representation of minority classes 
during model training.

Th e second task addresses the quantifi cation of war-
induced crop losses in Ukraine and their impact on global 
food security [22—30]. By analyzing a multi-year panel 
of village councils across Ukraine, the study estimates 
the reduction in winter crop area and yield caused by 
the confl ict. Th is analysis provides crucial insights into 
the direct and indirect eff ects of military activities on 
agricultural production, highlighting the need for targeted 
support and recovery eff orts.

Furthermore, the study presents a robust methodo-
logy for near real-time monitoring and assessment of 
agricultural land damage caused by military actions [23—
24]. Leveraging freely available Sentinel-2 satellite data, the 
proposed approach combines machine learning techniques 
with spectral band and vegetation index anomaly detection 

to accurately identify and delineate damaged fi elds. Th is 
automated monitoring system can aid in documenting 
war crimes, informing recovery analyses, and supporting 
targeted food security policies at local and global levels.

By addressing these critical tasks, this study aims to 
contribute to the advancement of satellite intelligence 
for agricultural monitoring, damage assessment, and the 
development of eff ective strategies to mitigate the severe 
consequences of armed confl icts on global food security. 
Since Ukraine is an associate member before joining Euro-
pe, currently active implementation of the Land Parcel 
Identifi cation System practice has been initiated in Ukraine 
with the support of the World Bank.

Th e Training Data Imbalance Problem 
in Crop Classifi cation

An effi  cient GAN architecture enables the generation 
of realistic synthetic satellite images for training data 
augmentation [31—36]. Th e relationship between satellite 
images and segmentation masks hinges on textural and 
multispectral features within the images. We trained a 
model capable of producing realistic satellite images for 
any artifi cially generated segmentation mask. Th is method 
allows for the creation of synthetic pairs of satellite images 
and masks, capturing unobservable crop type distributions 
and providing control over class balance in the dataset. 
We used 256   256  pixel sparse segmentation masks to 
generate 4-bands synthetic satellite images. Th e resulting 
augmentation algorithm shown on Fig. 1. First, we trained 
pix-2-pix GAN model to generate realistic satellite image 
based on the segmentation map. Th en, we modifi ed real 
segmentation maps to generate artifi cial masks with better 
representation of minority classes. Aft er this, we combined 
original satellite data and generated into the joint training 
data collection that was used to train segmentation model 
with higher accuracy of minority classes separation [32, 33].

As a result, we created 2,384 synthetic satellite images with 
artifi cial masks using both GAN and statistical methods. 
We then trained four models: (I) using real satellite data; 
(II) combining real satellite data with synthetic images from 
the statistical method; (III) with synthetic images from the 
sampling method; (IV) with synthetic images from the 
GAN method. We applied standard augmentations like 
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Fig. 1. P roposed GAN augmentation approach scheme for crop type mapping with use of deep learning segmentation model

Fig. 2. Co mparison of ground truth labels (GT Label) with classifi cation results obtained using only real Sentinel-2 image (Model I), 
with generated by the statistical method data (Model II), with generated by the sampling method data (Model III), and with 

generated by the GAN method data (Model IV)
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rotations and fl ips and used the focal loss function to address 
class imbalance, incorporating established techniques. 
Subsequently, we evaluated the performance of these four 
methods on an independent testing dataset consisting of 
2,125 real images. Th e model (I) achieved 77.3% Overall 
accuracy (OA) and 64.1% of Intersection over Union (IoU), 
however the average accuracies of cropland (AAC) for User 
Accuracy (UA), Producer Accuracy (PA) and IoU are very 
low, due to the high imbalance of real representation of crop 
classes. Th e model (IV), trained with use of proposed GAN 
augmentation methodology, overperformed model (I), 
model (II) and model (III). In comparison with model (II), 
average UA raised by 2.7%, PA by 1.1% and IoU by1.2%. In 
the same the OA accuracy and overall IoU increased by 
1.4% and 1.6% relatively.

Th e Fig. 2 shows the visualization of obtained classifi ca-
tion maps based on the models (I)—(IV). It is possible to 
mention that majoritarian classes like maize, wheat and 
sunfl ower have high quality on both maps. However, the mi-
nority class rapeseed (dark red) obtained by model (I) have 
defects and artefacts and much smaller quality in compa-
rison with model (IV). Th is result can be explained precisely 
by the fact that GAN, unlike classical statistical methods of 
generation, allows retrieval of artifi cial examples that will 
preserve the similarity of not only the pointwise statistical 
characteristics of the classes, but also their textures.

Th e proposed new approach for the data augmentation in 
the task of crop classifi cation is based on the GAN pix2pix 
model for realistic, in terms of multi-spectral and textural 
characteristics, image generation that provides the possibility 
to eliminate the problem of data set disbalance for deep 
learning semantic segmentation methods. Th e proposed 
method was compared with classical image generation 
approaches based on the statistical characteristics of 
multispectral features of crop type classes and has been tested 
upon basic augmentations and loss function applicable in 
a case of class imbalance. As a result, the proposed method 

outperformed models trained based on the real only data 
and classical approaches for most of cropland classes with 
signifi cant improvement of accuracies for all minority classes.

Quantifyin g war-induced crop losses 
in Ukraine in near real time to strengthen local 

and global food security
While many studies investigate eff ects of confl ict 

on food security, they focus on the demand rather than 
the supply side. To assess how the war is likely to aff ect 
Ukraine’s production and thus global food security, we 
use Sentinel-2 imagery to construct outcome variables 
and indicators for the location and extent of confl ict 
activity at diff erent points in time. Although data used for 
winter crops, results point towards a reduction of up to 
4.84 million tons of wheat only a small portion of which is 
attributable to direct fi eld damages associated with the war 
and a reltively large eff ect on small farmers. Th is evidence 
already prompted several donors to establish cash transfers 
or invest ment grants targeted specifi cally at small farmers.

To provide training data for generation of crop cover 
estimates using machine learning techniques, in-situ data 
collection along main roads following JECAM guidelines 
was undertaken yearly from 2019 to 2021. In each year, 
two extended fi eld trips, one for the winter and one for 
summer crops, were conducted (Fig. 3 presented the route 
maps in each year) [37—45]. 

Cloud-free satellite imagery from the period during 
which ground data were collected was then used to hand-
label contiguous blocks of clearly identifi able crop cover 
that were used to train the machine learning model. While 
confl ict conditions prevented in situ data collection during 
the spring, a ground survey for the 2022 crop was eventually 
organized in June 2022. Crop maps for 2019—21 build 
on analysis performed in [40, 41] who used optical data 
from Sentinel-2 and SAR data from Sentinel-1 during the 
vegetation period using a convolutional neural network 

Fig. 3. Rout es for in-situ training data 
collection, 2019—2022. Green and orange 
refer to the paths of ground data collection 
for winter and summer crops, respectively
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on the Amazon Web Services cloud computing platform 
as well as a random forests classifi er on the Google Earth 
Engine (GEE) platform [46—49]. A winter crop mask 
for 2022 was created by computing the maximum NDVI 
for all of Ukraine in any two-week interval between 
February  1 to May  31 on GEE and applying threshold 
segmentation. Maps of the estimated winter cereal area by 
VC generated on this basis as displayed in Fig. 4 illustrate a 
concentration of winter cereals in the country’s South and 
East and suggest a much lower level of winter cereal cover 
in 2022 and to some extent in 2020 than in 2021 and 2019.

We use a 4-year panel (2019—2022) of 10,125  village 
councils in Ukraine to estimate eff ects of the war started 
by Russia on area and expected yield of winter crops 
aggregated up from the fi eld level. Satellite imagery is used 
to provide information on direct damage to agricultural 
fi elds; classify crop cover using machine learning; and 
compute the Normalized Diff erence Vegetation Index 
(NDVI) for winter cereal fi elds as a proxy for yield. Without 
confl ict, winter crop area would have been 9.35 rather than 
8.38  million  ha, a 0.97  million ha reduction, only 14% 
of which can be attributed to direct confl ict eff ects. Th e 
estimated drop associated with the confl ict in NDVI for 
winter wheat, which is particularly pronounced for small 
farms, translates into an additional reduction of output 
by about 1.9 million tons for a total of 4.84 million tons. 
Taking area and yield reduction together suggests a war-
induced loss of winter wheat output of up to 17% assuming 
the 2022 winter wheat crop was fully harvested.

Assessing Damage to Agricultural Fields 
from Military Actions in Ukraine 

Th is study presents a robust methodology to automatically 
identify agricultural areas damaged by wartime ground 
activities using free Sentinel-2 satellite data [22]. Th e 
10 meters resolution spectral bands and vegetation indices 
are leveraged, alongside their statistical metrics over time, 
as inputs to a Random Forest (RF) classifi er. Th e algorithm 

effi  ciently pinpoints damaged fi elds, with accuracy metrics 
around 0.85. Subsequent anomaly detection delineates 
da mages within the fi elds by combining spectral bands and 
indices. Applying the meth odology over 22 biweekly periods 
in 2022, approximately 500 thousand ha of cropland across 
10 regions of Ukraine were classifi ed as damaged, with the 
most signifi cant impacts occurring from March to Septem-
ber. Th e algorithm provides updated damage information 
despite cloud cover and vegetation shift s. Th e approach 
demonstrates the effi  cacy of automated satellite monitoring 
to assess agricultural impacts of military actions, supporting 
recovery analysis and documentation of war crimes.

Th e algorithm identifi es direct damages on the fi elds 
as anomalies in Sentinel-2 images. Th e algorithm is struc-
tured into three primary steps, as illustrated in the level-0 
datafl ow diagram in Fig. 5:

1. Experts manually identify damaged fi elds to create 
training and test datasets.

2. Th e machine learning model, specifi cally RF classifi -
cation, is employed to recognize damaged fi elds.

3. Damaged areas within these fi elds are further iden-
tifi ed using threshold segmentation for anomaly detection.

According to satellite bands and vegetation indexes 
analysis the B2 (Blue) and B3 (Green) spectral bands are 
especially eff ective for pinpointing damage in fi elds with 
sparse vegetation. On the other hand, vegetation indexes 
NDVI and GCI are more effi  cient at detecting damage 
in fi elds with dense vegetation. As a Machine Learning 
model, we have chosen the RF classifi er with binary output, 
classifying fi elds as either damaged or undamaged. Th e 
inputs for this model will be the statistical attributes of the 
most pertinent spectral bands and vegetation indices. To 
evaluate the accuracy of the model effi  cacy, we use widely 
accepted metrics, including user’s accuracy (precision), 
producer’s accuracy (recall), and the F1-score. 

To ensure the validity of the experiment, considering 
vegetation shift s, we construct distinct classifi cation mo-
dels for each study period. We adopt the 5-fold cross-

Fig. 4. Map of 
wi nter crop cover 
for 2019 to 2022 
growing seasons
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validation method (allocating 80% for training and 20% 
for validation). During this process, we evaluate accuracy 
metrics for each iteration and compute their mean, 
providing accuracy esti mates for each period. Finally, we 

aggregate these metrics across periods to determine the 
overall classifi cation accuracy.

To detect anomalies with vegetation indices we imple-
ment smoothing, applying a 5  5 mean fi lter to the raster 

Fig. 5. Level-0 Dat afl ow Diagram 
for Damage Detection

Fig. 6. Damages 
ide ntifi cation using 
vegetation indexes 

fi ltering

Fig. 7. Damage dete ction using the Green band B3 and the GCI index, NDVI = 0.63 < 0.65, May 9—23, Zaporizhzhia region
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maps of the vegetation indices. Th en we compute the dif-
fe rence between the actual vegetation index values and 
the smoothed values at each pixel. Th is diff erential ana-
lysis aids in spotting anomalies or deviations, signaling 
potential fi eld damage. Fig. 6 illustrates the results of the 
proposed algorithm.

Similarly, the concurrent anomalies in the GCI index 
and the Blue band B2 facilitate the identifi cation of cra-
ters from bomb detonations on both highly and sparse 
vegetated fi elds. To delineate these damages, we intersect 
anomalous pixels from GCI and B2 (for NDVI  <  0.65, 
Fig.  7). Concurrent anomalies in the inverse GCI index 

and the Green band B3 help to identify anomalies with 
moderate to low vegetation (NDVI < 0.65, Fig. 8).

We run RF classifi cation models for each region and for 
every individual 2-weeks period separately (started from 
24 February, 2022). Th en we calculated the accuracy metrics 
for these models and averaged the results by region and by 
period. Th e period-wise results demonstrate relatively 
consistent accuracy levels across the board.

Th e analysis by regions reveals that the most signifi cant 
damage occurred in the Donetsk region, where approximately 
149 th. ha or 30% of the total damaged agricultural area were 
aff ected by the war. Following that, the Kharkiv region 

Fig. 8. Damage detec tion using the Blue band B2 and the GCI index, NDVI = 0.43 < 0.65, June 20 — July 4, Zaporizhzhia region

Fig. 9. Heat map of d amaged agricultural fi elds and total areas of damage by region
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experienced damage to approximately 98 th. ha (19.65%). 
Th e Kherson and Zaporizhzhia regions recorded damages 
on 90 th. ha (18.1%) and 68 th. ha (13.72%) respectively 
(Fig. 9). 

Overall, considering all regions over the entire eva lua-
tion duration, the war has impacted a cumulative area of 
499 th. ha of agricultural land. 

Th is work presents a robust methodology to automatically 
identify approximately 500,000 ha of cropland damaged by 
wartime ground activities across 10 regions of Ukraine using 
free Sentinel-2 satellite data. Th e 10 meters resolution spectral 
bands and vegetation indices are leveraged, along side their 
statistical metrics over time, as inputs to a RF classifi er. 

Th e algorithm effi  ciently pinpoints damaged fi elds, with 
producer and user accuracy metrics consistently around 0.85. 
Subsequent anomaly detection combining spectral bands 
and indices delineates localized damages within the fi  elds. 
Th e approach is applied over 22 biweekly periods in 2022, 
revealing heightened impacts from March to September.

Conclusions
Th is study presents an innovative approach to near 

real-time monitoring of agricultural land damage caused 
by military activities in Ukraine, utilizing freely available 
Sentinel-2 satellite data and advanced machine learning 
techniques. Th e proposed methodology eff ectively addresses 
several critical challenges, including the imbalanced 
distribution of crop types and land cover classes in real-
world data, which hinders the scalability and transferabi lity 
of traditional classifi cation models.

To overcome the data imbalance problem, a novel data 
augmentation method employing Generative Adversarial 
Neural Networks (GANs) with pixel-to-pixel transformation 
(pix2pix) is introduced. Th is approach generates realistic 
synthetic satellite images and corresponding segmentation 

masks, capturing unobservable crop type distributions and 
enabling better representation of minority classes during 
model training. Th e GAN-based augmentation technique 
outperformed classical statistical methods, signifi cantly 
improving the accuracy of crop classifi cation, particularly 
for minority classes.

Furthermore, the study quantifi es the war-induced crop 
losses in Ukraine, highlighting the severe impact on global 
food security. By analyzing a 4-year panel (2019—2022) 
of village councils across Ukraine, the study estimates 
a reduction of up to 4.84  million tons of winter wheat 
output, representing a staggering 17% decrease. Th is loss 
is attributed not only to direct fi eld damages but also to the 
indirect eff ects of the confl ict on small farmers, emphasizing 
the need for targeted support and recovery policies.

Th e proposed damage detection algorithm, which 
combines machine learning techniques with spectral band 
and vegetation index anomaly detection, has proven highly 
eff ective in identifying and delineating damaged agricultural 
fi elds. With overall accuracy metrics consistently around 
0.85, the algorithm has successfully identifi ed approximately 
500,000 hectares of cropland damaged across 10 regions of 
Ukraine during the 2022 growing season.

Th e study’s fi ndings underscore the critical importance 
of near real-time monitoring and assessment of agricultural 
land damage during armed confl icts. Th e developed metho-
dology can aid in documenting war crimes, quantifying 
production losses, and informing targeted recovery eff orts 
and food security policies at both local and global levels.

In conclusion, this research contributes signifi cantly to 
the advancement of satellite intelligence for agricultural 
monitoring and damage assessment, while also highligh-
ting the pressing need for international cooperation and 
sup port to mitigate the severe consequences of the on-
going confl ict on global food security.
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Introduction
Satellite data quality is the one of the key properties that 

stand for remote sensing tasks problem solving. One of 
the main satellite’s data quality characteristics is its spatial 
resolution. Due to hardware limitations and satellite’s 
orbit height, land object’s distinguishability may not be 
suffi  cient for scientifi c needs. Th us, spatial resolution en-
han cement is a relevant topic today.

Th ere are two possible ways to increase satellite data 
spatial resolution: hardware and soft ware. Hardware 
requires signifi cantly more expensive sensor manufacturing 
and, as a rule, dispositioning such sensor on lower orbits, 
which increases satellite’s revisit time, decreases sensing 
area and so on. On top of that, it may not be possible, yet, to 
manufacture a sensor with a satisfactory spatial resolution. 
Soft ware methods, on the other hand, do not require any 
hardware adjustments. Th ey simply process available data 
to produce a new one.

Th ere are several well-known approaches for spatial 
resolution enhancement: fi ltering [1], special-purpose 
artifi cial neural networks (ANN) [2] and super-resolution 
[3]. Filtering methods can improve image spatial resolution 
using sharpening, denoising techniques and others. Th ey 
usually operate with a single image, thus, it is not possible 
for them to provide any new information. Th e ANN-based 
methods can give remarkable results; however, they tend to 
require intensive training and adjustments before they are 
applied to the diff erent set of tasks or, even, within the 
same set. Usually, such adjustments require some additional 
training, which in turn requires an appropriate training 
dataset. Creating such dataset can be a challenge, not to 
mention the debugging diffi  culty: problem identifi cation 
may become obscure if something goes wrong. On the other 
hand, super-resolution techniques are easy to debug, because 
they are strictly driven through a single clear mathematical 
model. Th e main super-resolution paradigm is to fuse high-
resolution output image from several low-resolution input 
ones; thus, it becomes possible to provide new information.

Super-resolution approach, generally, has several source 
data requirements. Firstly, each input image pair should 
have some distinct shift  between them, otherwise, there will 
be no new information that can be combined in the fusion 
process. Secondly, each image pair should be shift ed with a 
subpixel precision, in other words, any two images should 
represent the same region of interest (ROI) with a precision 

less than a pixel size. Th irdly, there should be little to none 
fast moving objects present on the images, e.g. clouds, 
otherwise it can lead to image smearing. Fourthly, data 
should represent the same physical property; otherwise, it 
will be not possible to fuse the data in a unifi ed way. Lastly, 
of course ideally, there should be no geometric distortions 
between images (which in practice is almost impossible).

Recently, Earth’s remote sensing with a radar has become 
popular. Th at is due to radar’s benefi ts, comparing to the 
optics: bigger wavelength, which allows to penetrate the 
clouds, thus, gather data despite the cloudiness conditions, as 
well as the time of the day. Th us, development of methods for 
satellite radar spatial resolution enhancement is necessary.

Radar data
Synthetic aperture radar (SAR) imagery can be 

considered to be much more attractive for the super-
resolution techniques, because it is much more convenient 
to create a set of images that are independent of cloudiness. 
Th us, it is easier to get images that are close enough to a 
single date, meaning there should be fewer changes between 
image pairs. Furthermore, as a rule, SAR images come in 
a set of at least two images, that were taken in a diff erent 
polarization modes. For example, Sentinel-1 C-band SAR 
data, usually, consists of two images taken in VV and 
VH modes, where the fi rst letter denotes polarization of 
the sent towards land surface signal and the second one 
denotes the polarization of the recorded by the satellite 
sensor signal. Th erefore, there is already one image pair 
that is taken with a subpixel and neglectable time shift  (less 
than ten millisecond). Nonetheless, such image pair comes 
with a problem — data that diff er in acquisition mode 
also diff er in the physical nature of the data. Th us, before 
spatial resolution enhancement becomes possible, radar 
data need to be converted into unifi ed physical property. 
Such unifi ed physical property can be land’s surface di-
electric permittivity. To convert multi-polarization radar 
data into dielectric permittivity any well-known radar 
back scattering model, that takes into account dielectric 
permittivity, can be used. For example, the Oh model [4]:

q ≜ σ0
vh/σ0

vv = 0.23   [1 – e–ks],

,r

r
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where 0
pp  — sigma nought (calibrated backscattering 

coeffi   cient) for pp acquisition mode, r — land surface 
dielectric permittivity, k — wave number and s — surface 
roughness.

Aft er all data was converted into the dielectric per-
mi ttivity, it becomes possible to apply super-resolution 
tech  niques for its spatial resolution enhancement. For 
example, the model that fuses two images in order to 
produce a twice upscaled image with an enhanced spatial 
resolution [5]: 

Y (y, x) = G (△y, △x) ⊗ X (y, x),
–0.5≤△y ≤ 0.5, –0.5 ≤ △x ≤ 0.5,

where Y — is the enhanced image, X — is the source ima-
ge, y and x are subpixel vertical and horizontal shift s 
accordingly and G() — is the general convolution matrix 
of the super-resolution transform:
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Fig. 1. Brief multi-polarization radar data spatial resolution enhancement framework 

Fig. 2. Preprocessed radar images: 
a — Sigma nought for VV, 
b — Sigma naught for VH, 

c — Sentinel-2 optical satellite 
image of the test site

Fig. 3. Radar data converted into land surface dielectric 
permittivity: a — VV polarization, b — VH polarization
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Table  1
Sentinel-1 source data

№ Satellite data segment name Test plot location (longitude, latitude), °

1 S1B_IW_GRDH_1SDV_20200815T155324
_20200815T155349_022936_02B88F_6C09

POLYGON((30.131 49.759,30.136 49.759,30.136 
49.761,30.131 49.761,30.131 49.759))

2 S1A_IW_GRDH_1SDV_20230725T155405
_20230725T155430_049582_05F647_F242

POLYGON((30.083 49.780,30.096 49.780,30.096 
49.789,30.083 49.789,30.083 49.78))

3 S1B_IW_GRDH_1SDV_20200729T154520
_20200729T154545_022688_02B102_7A81

POLYGON((30.483 50.378,30.490 50.378,30.490 
50.382,30.483 50.382,30.483 50.378))

4 S1A_IW_GRDH_1SDV_20200728T155348
_20200728T155413_033657_03E698_B348

POLYGON((28.415 49.225,28.426 49.225,28.426 
49.233,28.415 49.233,28.415 49.225))

5 S1A_IW_GRDH_1SDV_20190831T152101
_20190831T152126_028815_0343B4_6530

POLYGON((36.163 49.879,36.179 49.879,36.179 
49.888,36.163 49.888,36.163 49.879))

6 S1A_IW_GRDH_1SDV_20190530T154445
_20190530T154510_027459_031913_134A

POLYGON((31.897 46.888,31.932 46.888,31.932 
46.905,31.897 46.905,31.897 46.888))

7 S1A_IW_GRDH_1SDV_20200828T154547
_20200828T154612_034109_03F5F4_CEF5

POLYGON((29.806 49.736,29.827 49.736,29.827 
49.743,29.806 49.743,29.806 49.736))

8 S1A_IW_GRDH_1SDV_20190627T040445
_20190627T040510_027860_032534_F2F5

POLYGON((30.517 46.559,30.535 46.559,30.535 
46.569,30.517 46.569,30.517 46.559))

9 S1A_IW_GRDH_1SDV_20190618T042832
_20190618T042857_027729_03213D_711D

POLYGON((24.126 49.748,24.146 49.748,24.146 
49.756,24.126 49.756,24.126 49.748))

10 S1B_IW_GRDH_1SDV_20200829T042801
_20200829T042826_023133_02BEC4_BEC0

POLYGON((25.538 49.543,25.554 49.543,25.554 
49.551,25.538 49.551,25.538 49.543))

11 S1A_IW_GRDH_1SDV_20200831T161028
_20200831T161053_034153_03F793_D074

POLYGON((26.237 50.612,26.259 50.612,26.259 
50.624,26.237 50.624,26.237 50.612))

12 S1B_IW_GRDH_1SDV_20190730T153723
_20190730T153748_017365_020A74_C9BA

POLYGON((31.284 51.485,31.312 51.485,31.312 
51.500,31.284 51.500,31.284 51.485))

13 S1A_IW_GRDH_1SDV_20200711T154544
_20200711T154609_033409_03DEFD_2FD4

POLYGON((30.784 49.830,30.806 49.830,30.806 
49.841,30.784 49.841,30.784 49.830))

14 S1A_IW_GRDH_1SDV_20200728T155413
_20200728T155438_033657_03E698_7C3D

POLYGON((28.986 50.032,29.007 50.032,29.007 
50.042,28.986 50.042,28.986 50.032))

15 S1A_IW_GRDH_1SDV_20200830T042022
_20200830T042047_034131_03F6C6_65AE

POLYGON((26.862 49.388,26.873 49.388,26.873 
49.396,26.862 49.396,26.862 49.388))

16 S1A_IW_GRDH_1SDV_20200821T155350
_20200821T155415_034007_03F264_BAD5

POLYGON((28.088 49.019,28.096 49.0196,28.096 
49.024,28.088 49.024,28.088 49.019))

17 S1A_IW_GRDH_1SDV_20190625T042011
_20190625T042036_027831_032454_3886

POLYGON((28.804 49.701,28.813 49.701,28.813 
49.705,28.804 49.705,28.804 49.701))

18 S1B_IW_GRDH_1SDV_20190622T155314
_20190622T155339_016811_01FA2F_4B2A

POLYGON((30.096 49.826,30.100 49.826,30.100 
49.829,30.096 49.829,30.096 49.826))

19 S1A_IW_GRDH_1SDV_20190726T041204
_20190726T041229_028283_0331F4_EB6B

POLYGON((29.961 50.173,29.969 50.173,29.969 
50.178,29.961 50.178,29.961 50.173))

20 S1A_IW_GRDH_1SDV_20190729T154538
_20190729T154603_028334_033394_A78B

POLYGON((30.920 49.630,30.942 49.630,30.942 
49.641,30.920 49.641,30.920 49.630))

21 S1B_IW_GRDH_1SDV_20190828T154450
_20190828T154515_017788_02179A_1258

POLYGON((30.363 49.482,30.373 49.482,30.373 
49.489,30.363 49.489,30.363 49.482))

22 S1B_IW_GRDH_1SDV_20190828T154450
_20190828T154515_017788_02179A_1258

POLYGON((29.645 49.728,29.668 49.728,29.668 
49.736,29.645 49.736,29.645 49.728))

23 S1A_IW_GRDH_1SDV_20200626T041209
_20200626T041234_033183_03D816_7063

POLYGON((30.108 50.010,30.120 50.010,30.120 
50.015,30.108 50.0155,30.108 50.010))

24 S1A_IW_GRDH_1SDV_20200626T041209
_20200626T041234_033183_03D816_7063

POLYGON((30.314 50.169,30.327 50.169,30.327 
50.174,30.314 50.174,30.314 50.169))

25 S1B_IW_GRDH_1SDV_20200729T154520
_20200729T154545_022688_02B102_7A81

POLYGON((30.772 50.510,30.797 50.510,30.797 
50.519,30.772 50.519,30.772 50.510))

26 S1A_IW_GRDH_1SDV_20200728T155348
_20200728T155413_033657_03E698_B348

POLYGON((28.667 49.106,28.683 49.106,28.683 
49.115,28.667 49.115,28.667 49.106))

27 S1A_IW_GRDH_1SDV_20200828T154457
_20200828T154522_034109_03F5F4_9B75

POLYGON((30.435 46.403,30.443 46.403,30.443 
46.408,30.435 46.408,30.435 46.403))

28 S1B_IW_GRDH_1SDV_20200824T152851
_20200824T152916_023067_02BCC0_8107

POLYGON((35.936 49.991,35.949 49.991,35.949 
49.997,35.936 49.997,35.936 49.991))

29 S1B_IW_GRDH_1SDV_20200831T041125
_20200831T041159_023162_02BFAB_8D5B

POLYGON((30.325 50.399,30.466 50.399,30.466 
50.466,30.325 50.466,30.325 50.399))

30 S1B_IW_GRDH_1SDV_20200824T041934
_20200824T042002_023060_02BC91_02AC

POLYGON((28.505 50.211,28.659 50.211,28.659 
50.285,28.505 50.285,28.505 50.211))

31 S1A_IW_GRDH_1SDV_20200830T042022
_20200830T042047_034131_03F6C6_65AE

POLYGON((28.028 50.254,28.267 50.254,28.267 
50.378,28.028 50.378,28.028 50.254))
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is the image transfer function,  .̂  — is the Fourier trans-
form operator, E — is the noise matrix and source image 
size is m n.

Th us, the general radar data spatial resolution enhan-
cement framework is explained by Fig. 1 fl owchart.

Now, the mentioned framework is to be tested.

Source data
Th e source data used for the testing purposes was taken 

from the Copernicus Open Access Hub [6] and consists 
of 31 Sentinel-1 radar satellite image pairs. Each image 
pair was taken from the Ukraine territory with a mix of 
pure agro, agro-urban, or pure urban ROIs. Th e territories 
selection was arbitrary with a focus for each image pair 
to be somewhat unique. Th e full list of input radar data is 
provided in the Table 1 below.

As such, this input set may be not enough representative 
for special cases, but is suffi  cient to study the general be ha-
vior of super-resolution technique.

Results
Th e described technique was tested on a series of 31 ima-

ges. Firstly, each radar image was preprocessed according to 
the typical Sentinel-1 radar image preprocessing algorithm 
[7] using free open-source Sentinel Application Platform 
(SNAP) soft ware [8]. Th e example of preprocessed image 
pair is shown in the Fig. 2.

Next, each image pair was converted to the land surface 
dielectric permittivity using the specially developed soft ware. 
Th e model used for conversion was the Oh semi-empirical 
radar backscattering model. Th e result is presented by Fig. 3.

Th e histograms of the corresponding dielectric permi-
tti vity data are shown in Fig. 4. 

And fi nally, converted radar images were used in the su-
per-resolution technique. Th e super-resolution process was 
carried out using the, author developed, dedicated sate llite 
data super-resolution soft ware. Th e result is given by Fig. 5.

Fig. 5. Enhanced resolution radar images: a — VV-derived 
input dielectric permittivity, b — enhanced resolution 

dielectric permittivity, c — high-zoomed VV-derived dielectric 
permittivity image fragment, d — high-zoomed enhanced 

resolution dielectric permittivity image fragment

Having acquired the result with enhanced spatial reso lution 
it is appropriate to measure the enhancement gain. Th e result 
can be quantitatively evaluated using the modu lation transfer 
function (MTF) approach. Th e main principle here is to fi nd 
such a limit spatial resolution value, which corresponds to the 
level, where two diff erent objects become indistinguishable. 
Th e result was evaluated using the specifi c spatial resolution 
evaluation [9] script, which interface is shown in Fig. 6.

Gain = (Kenh  rbase / renh – 1) ⋅100%,
where Kenh — is the upscale coeffi  cient, rbase — mean sour ce 
spatial resolution, renh — enhanced result spatial reso lu tion.

Fig 4. Histograms of converted into dielectric permittivity images: 
a — VH-derived dielectric permittivity, b — VV-derived dielectric permittivity
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Table  2
Spatial resolution enhancement results

Data №
Spatial resolution, pixels Spatial resolution 

gain, %vv vh εenhanced

1 2.846 2.821 4.068 39.30%
2 2.193 2.139 3.307 30.99%
3 1.871 1.881 3.334 12.53%
4 2.173 2.168 3.948 9.95%
5 3.426 3.345 4.537 49.23%
6 2.304 2.309 3.793 21.61%
7 3.819 3.814 4.629 64.89%
8 3.111 3.151 4.087 53.21%
9 2.302 2.328 3.708 24.86%

10 1.992 2.005 3.862 3.49%
11 1.712 1.706 3.562 –4.04%
12 1.879 1.853 3.597 3.75%
13 2.314 2.302 3.808 21.21%
14 3.667 3.694 3.908 88.35%
15 3.576 3.565 4.754 50.21%
16 4.587 4.569 4.816 90.11%
17 3.644 3.614 4.771 52.12%
18 4.661 4.579 4.268 116.49%
19 3.578 3.610 4.497 59.83%
20 2.727 3.117 4.002 46.02%
21 2.018 2.011 3.911 3.01%
22 1.941 1.927 3.550 8.95%
23 2.644 2.649 3.869 36.8%
24 2.167 2.313 3.808 17.64%
25 1.977 2.160 3.637 13.74%
26 2.203 2.227 3.996 10.86%
27 2.149 2.157 4.141 3.98%
28 3.544 3.506 4.368 61.40%
29 1.716 1.727 3.625 –5.02%
30 1.932 2.030 3.889 1.87%
31 2.997 3.021 4.596 30.93%

Average 32.84%

Th e results of spatial resolution gain are listed in Table 2.
As one can see, the average spatial resolution gain is 

32.84%.
For the test samples with negative or small spatial reso-

lution gain, it was discovered to be related to the Oh’s radar 
backscattering model inability to simulate large backsca-
ttering values, which is shown in Fig. 7.

Th e described procedure was repeated for every ima ge 
from the input set. Th e spatial resolution gain was eva lua ted 
using the following expression:

Th us, it is not recommended to apply Oh backscattering 
model to urban areas in order to convert radar data into 
the dielectric permittivity.

Conclusion
In this paper a multi-polarization radar satellite data 

spatial resolution enhancement technique was described. 
Th e multi-polarization radar data physical heterogeneity 
was dealt with by conversion to the unifi ed physical land 
surface value, namely — dielectric permittivity, through 

Fig. 6. Spatial resolution evaluation: a — SciLab script execution, b — edge-spread function

Fig. 7. Oh’s model backscattering values simulation range
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the well-known Oh’s radar backscattering model. Th e 
spatial resolution enhancement technique has shown 
32.84% average spatial resolution gain for the test dataset. 
Th e inability of Oh’s radar backscattering model to simulate 
large backscattering values led to a signifi cant drop in the 
eff ectiveness of the described approach. Th us, it is best to use 
the presented method for scenes with low to none presence 

of high-refl ectance objects, which, as a rule, appear due to 
anthropogenic activity and are mostly present in urban-like 
areas. Nonetheless, given technique can be useful for many 
scientifi c tasks, especially those that consist of processing 
homogenous non-urban areas. In order to enhance radar 
data with high-refl ective objects, a more appropriate radar 
backscattering model is needed.
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Introduction
Th e Moon is currently drawing more and more atten-

tion in many countries.
As ADASTRA Analytical Center states: “Th e astro-

politics, where space exploration and geopolitics meet, 
is a political tool that develops as countries admit the 
potential of celestial bodies to be levers for global infl uence 
intensifi cation. Th e policy of countries concerning Moon 
exploration demonstrates this most, turning rapidly into a 
new milestone for human research eff orts” [1].

Th e leading space countries are coming back to the idea 
of expeditions to the Moon, intensively developing, and 
building the components of lunar settlements. Staying on 
the Moon for long and building temporary or permanent 
settlements are part of the paradigm of future space 
exploration. Th e nearest celestial body to Earth, the Moon 
is regarded as a component of Earth’s space infrastructure 
and is the fi rst celestial body to which humanity connects its 
plans of satisfying the demand for resources and establishing 
a site for future exploration of the solar system planets. 

It is planned to establish a lunar research and manufac-
turing base in several phases. First, global cooperation 
on Moon exploration should be established with the 
principal functions of developing the strategy and the joint 
program of lunar base construction and operation as well 
as managing and supervising the ongoing work. Besides, 
it is necessary to explore the Moon using unmanned 
vehicles for the detailed mapping and 3D modeling of 
the surface, lunar soil survey and composition analysis, 
selection of potential regions for the lunar base, landing of 
a mobile survey vehicle (a rover) at the selected spot, site 
reconnaissance, and installation of landing beacons. An 
Earth  — Moon  — Earth space transportation system (a 
super-heavy launch vehicle, boosters, a landing-and-take-
off  pad) and lunar base infrastructure components (lunar 
base modules, lunar transport vehicles, power plants, and 
a system to maintain uninterruptible connection with 
Earth) should be built. 

Moon exploration market
Th e market of lunar projects appeared and became 

growing in the last decade. 
In its report Space Exploration Perspectives [2], Euro-

consult states that Moon exploration eff orts turned out to 

be the catalyst of an unprecedented boom that has led to 
public investment in space exploration rising to 26 billion 
USD in 2023. It is expected that public investment in space 
exploration will reach 33 billion USD by 2032, of which 
17 billion will be the share of Moon exploration investment. 
Currently, 235 missions of Moon exploration are planned 
for the next decade, and the cost of these missions will take 
second place aft er the manned fl ights to a low Earth orbit.

According to the report Space Investment Quarterly 
2023 [3], the amount of non-public investment in the 
lunar industry reached 1 billion USD overall in 2014—
2023. Th e fi rst fi ve investment recipients in 2014—2023 
were the United States (65%), Japan (21%), Singapore 
(10%), the United Kingdom (10%), and Israel (1%).

In 2023, the total investment exceeded 173 million 
USD, which was 52% more than in 2022. From the 
results of 2023, only four countries received investment: 
Singapore (58%), the United States (40%), Canada (2%), 
and Israel (0.63%).

Th e reports Lunar Market Assessment: Market Trends 
and Challenges in the Development of a Lunar Economy 
(PriceWaterhouseCoopers) and NSR 2022 predict that the 
payload weight (total) on the global lunar transportation 
market will rise to 187  tons from 2020 to 2040 in the 
nominal scenario (to 128 and 230 tons in the conservative 
and optimistic scenarios, respectively). It will lead to 
the total market value of the Moon transport services 
reaching 79  billion USD in 20  years in the nominal 
scenario, 55 billion USD in the conservative scenario, and 
102 billion USD in the optimistic scenario.

Th e mentioned fi nancial data and expectations indicate 
the signifi cant promise of Moon exploration projects for 
taking a share in this new market. It is clear that the state 
order market has far more potential than the commercial 
market.

Ongoing programs and present-day technologies 
for Moon research and exploration in the world

United States
Th e United States aims to play the leading role in the 

global eff orts to colonize our nearest neighbor in space 
using new technologies and strategic plans.

For coming back to the Moon, the United States started 
the Artemis program in 2017, an ambitious plan of NASA 
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to return astronauts to the Moon. Th e principal objective 
of this program is to send people to the Moon by 2025, 
including a woman for the fi rst time [4].

Th e primary milestones of the Artemis program are the 
development of the international lunar station Gateway 
and the super-heavy launch vehicle Space Launch System 
(SLS) for manned expeditions to a lunar orbit and cargo 
supply fl ights to the lunar station. Th e SLS rocket is the 
development of Boeing in cooperation with ULA and 
other prominent American companies. Overall, it is 
planned to invest up to 93  billion USD in the Artemis 
program. Th e cost of the SLS development is estimated to 
reach 35 billion USD, and the launch price is evaluated at 
up to 500 million USD.

Th e lunar station will be the base for missions to the 
Moon’s surface, supporting the astronauts’ lives and 
further space research activities. In the framework of 
Artemis, the United States is gathering its allies to beat 
China in the race for being the fi rst in the exploration of 
Moon resources. Th e United States has intense interaction 
with other space countries, such as the European Space 
Agency (ESA) and Japan Aerospace Exploration Agency 
(JAXA), to involve global cooperation in the construction 
and servicing of Gateway. Currently, overall 33 countries 
take part in the Artemis program. As many as nine of 
them joined the Artemis Accords in 2023. Th ey were the 
Czech Republic, Spain, India, Germany, the Netherlands, 
Iceland, Bulgaria, and Angola [5].

Th e Artemis-1 mission included an unmanned spacecraft  
Orion ascended to the Moon aboard the SLS launch vehicle. 
Th is mission was successfully fi nished on 11.12.2022. 
According to NASA’s schedule, Artemis-2 will be launched 
in September 2025 to deliver four astronauts to the Moon. 
It is expected that in Artemis-3 scheduled for September 
2026, American astronauts will land on the Moon’s surface. 
For landing on the Moon’s surface, NASA is considering the 
Starship developed by SpaceX, a giant space rocket system 
to deliver astronauts from Earth to a lunar orbit and then 
from that orbit to the south pole of Earth’s natural satellite. It 
is also planned to use ULA’s Vulcan Centaur launch vehicle 
to deliver research payloads to the Moon.

At the same time, the Defense Advanced Research 
Pro jects Agency (DARPA) of the United States started its 
10-year lunar program LunA-10 aiming to establish infra-
structure on the Moon with the necessary outfi t to support 
human living and implement commercial projects on 
natural resource extraction. 

Th e United States is carrying out active investigations 
con cerning the establishment of the lunar economy and the 
development of techniques of natural resource extraction 
on the Moon (ISRU), especially hydrogen and helium-3, 
potentially the principal resources for the future of the 
power generation industry on Earth [6].

Th e specifi city of the United States’ lunar programs 
is the intensive involvement of commercial companies. 
Commercial companies and startups take up their own 

commercial lunar initiatives to participate in the lunar 
programs of state agencies and earn profi t in the future 
from the exploitation of lunar resources, particularly from 
helium-3 extraction on the Moon. 

In February 2024, the Odysseus vehicle made by the 
private company Intuitive Machines had a successful landing 
on the Moon. Th is vehicle went in history for good: Odysseus 
was the fi rst private lander to appear on the Moon and 
the fi rst US-made lander to do this aft er Apollo astronauts 
who the last time were to the Moon in December 1972. 

European Union
Th e European Space Agency (ESA) confi rms its interest 

in the Moon. Th e agency is implementing an integrated 
lunar program aiming to join the eff orts of the European 
Union and the United States. Together with the United 
States, the European Space Agency is taking part in 
the development of the Orion spacecraft . ESA suggests 
establishing a broad international cooperation, far more 
extensive than the existing one in the ISS program, to create 
a permanent settlement on the backside of the Moon.

Furthermore, ESA suggested the Moonlight program, 
within which it is planned to launch three or four satellites to 
orbit around the Moon and provide stable coverage for the 
telecommunication and navigation services and connection 
with Earth. Implementing its technological innovations 
and strategic vision, the EU has become an important 
player in the global activities on Moon exploration. Th e up-
to-date research activities and development eff orts prove 
that the EU is ready to contribute to the future of space 
exploration and Moon colonization. ESA may use a new 
European launch vehicle Ariane  64 in its lunar projects. 
Th e development cost of Ariane 6 is roughly 3.6 billion 
USD. Th e launch cost is expected to reach 75 million USD 
for Ariane 62 and up to 115 million USD for Ariane 64. 

Presently, ESA is preparing a mission to the Moon’s sur-
face to demonstrate the ISRU techniques on the Moon [7].

Th e global non-governmental organization Moon Vil-
lage Association (www.moonvillageassociation.org) was 
established in Vienna in 2017. Th e aim of this association is to 
form a platform for nonoffi  cial com muni cation between the 
public and governmental entities, companies, and scientists, 
concerning the implementation of the Moon village concept, 
Moon exploration, and making it possible for people to stay 
on the Moon permanently. Currently, MVA is a community 
of experts and organizations from over 40 countries. 

China
So far, China remains the only country that has imple-

mented expensive space programs for Moon exploration. 
At the same time, China is actively making eff orts to 
gather allies to get their support in the Moon race. China 
is doing this within the framework of the project, initially 
Chinese-Russian, on the construction of the International 
Lunar Research Station. In 2023, the UAE, Venezuela, 
South Africa, Azerbaijan, Pakistan, Belorussia, and 
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Egypt joined the agreement on the construction of this 
station. As of early 2024, nine countries are taking part 
in this project. Th e lunar base to be built by 2035 will be 
used for scientifi c investigations and exploration of the 
Moon’s surface. From 2031 to 2035, China and its allies 
are planning to build great infrastructure both on the 
Moon’s surface and on a lunar orbit. Th is infrastructure 
will include communication systems, power generation 
plants, research equipment, and many others. 

Th e core element of China’s lunar project is the heavy-
lift  launch vehicle Changzheng 6.9 that can deliver space-
craft  with large scientifi c research equipment to the 
Moon. Besides, China is working on the launch vehicles 
Changzheng 9 and Changzheng 10 in this Moon exploration 
program. Changzheng 9 is a concept of a super-heavy launch 
vehicle suggested in 2018 in the course of preparation 
for the landing on the Moon somewhere in the 2030s. 
Changzheng 10 is being designed for manned missions to 
the Moon. Changzheng 10  will be about 90  meters high 
and will have three boosters on the fi rst stage 5 meters in 
diameter. As of 2024, the maiden fl ight of this launch vehicle 
is scheduled for 2027.

So far, four independent projects of Moon exploration 
by automatic stations have been implemented, including 
the lunar rover landing on the Moon’s surface. An out-
standing achievement was the successful launch and 
return of Chang’e 5 with lunar soil samples. Th at historical 
event emphasized China’s technological maturity and 
scientifi c potential in the fi eld of Moon exploration.

China is intensively developing technologies for the 
extraction of lunar resources. One of the core directions 
of research activities is the search for water that could be 
a valuable resource for life support and fuel production. 

As the research company Euroconsult estimates, China 
invested 12 billion USD in this program in 2022 [8—10].

India
India’s space program also includes Moon exploration, 

and India implements its lunar projects by itself. A mission 
of launching an automatic explorer to the Moon was 
accomplished, and the full-scale model of the spacecraft ’s 
recovering vehicle was fl ight-tested.

On July 14, 2023, India launched its Chandrayaan-3 
spacecraft  (carrying a Pragyan rover aboard) that soft -
landed on the Moon’s surface on 23.08.2023. Th e Chand-
rayaan-3 mission is designed to test the entire capability 
of landing on and traveling over the Moon’s surface. Th is 
Indian lander and lunar rover worked throughout a lunar 
day and completed their task successfully. Aft er that, the 
lander Chandrayaan-3 per formed a maneuver to return to 
Earth. For its lunar projects, India uses its launch vehicle 
GSLV Mark III.

India became the fourth country that managed to 
implement such a mission (aft er the USSR, the United 
States, and China) and the fi rst country to land on the 
Moon’s South Pole. Th e cost of the mission was estimated 

at roughly 73  million USD. Th e success of this mission 
proves India to be a serious rival to China in the lunar race.

India is investigating the possibility of delivering a 
research station to the Moon in the long-term perspective 
and carrying out manned fl ights to the Moon and Mars on 
its own or through participation in international programs. 

Japan
Japan has launched an automatic explorer to the Moon 

and an unmanned lander to the Moon’s surface. Currently, 
Japan is designing a future multifunctional manned 
spacecraft  [11].

Japan’s space industry is the most advanced on the 
globe. Th is country has up-to-date launch vehicles of any 
class, from lightweight to heavy-lift , the own ISS module 
Kibo (the largest module of the station), and the cargo 
spaceship HTV Kounotori to deliver supplies to the ISS.

Japan is negotiating with its partners in the Interna tio-
nal Space Station (the United States, Canada, and ESA) 
about the project of a joint lunar orbital station that 
will be derived from the ISS and will be used as the fi rst 
interplanetary spaceship.

Japan’s space agency JAXA intends to develop robots 
and other equipment to assist in the construction and 
servicing of settlements on the Moon and Mars. Another 
mission of JAXA is to develop technologies that enable 
the mining of the necessary construction materials, such 
as aluminum and iron, directly on the Moon and Mars 
and to fi nd a technique to produce drinking water from 
ice. JAXA is investigating the possibility of implementing 
the off er of the Japanese company Kajima concerning the 
development of automatic in-space building equipment to 
be used in the project of constructing a dwelling (Space 
Exploration Innovation Hub) for six people on the Moon 
in roughly 2030 and Mars in 2040.

In August 2023, JAXA ascended its Smart Lander for 
Investigating Moon (SLIM) aboard the H-2A launch vehicle 
and successfully delivered this lander to the Moon’s surface. 
Despite certain problems in spacecraft  power supply, the 
successful landing on the Moon allowed Japan to join the 
exclusive club of the countries that have managed to do this.

A new Japanese launch vehicle H3 that successfully 
fl ew in 2024 is to substitute the currently operating H2A. 
It will be used to deliver cargo to the ISS and the future 
orbital outpost Gateway on a lunar orbit, the construction 
of which is planned within the framework of the space 
program Artemis on advancing the manned space fl ights 
under the supervision by the United States.

Other countries
Russia defi nes two directions of Moon exploration in 

its federal space program: unmanned and manned fl ights. 
However, the implementation periods of the projects 
changed continuously, and the fi nancing was reduced 
several times. Aft er the breakup of the USSR, Russia 
never implemented any of its few interplanetary missions 



133

(Mars-96, Fobos-Grunt) and paid zero attention to Moon 
exploration. A second attempt to fl y to the Moon (the Luna-
25 interplanetary station) was made in August 2023, forty-
seven years aft er the Luna-24 expedition, but it failed [8].

Ukraine
Ukraine joined the international program Artemis but 

was not able to introduce its projects into the program 
because of the war and lack of funds.

At the same time, Ukraine has its lunar base concept 
(Fig.  1) devised by the team of Yuzhnoye State Design 
Offi   ce headed by O.V. Degtiarev, General Designer — 
General Director during 2010—2019.

Yuzhnoye’s team framed a concept of the lunar base 
design, defi ned the lunar base construction strategy, 
confi guration, and infrastructure in diff erent service life 
phases, outlined the schedule of project implementation, 
studied the space transportation system for unmanned and 
manned missions, the typical structure of the lunar base 
modules and various residential modules based on this 
typical structure, outlined the unloading, assembly, and 
installation sequence for the lunar modules, inves tigated 
lunar orbital vehicles and those for traveling over the Moon’s 
surface, and evaluated the preliminary cost-performance 
indexes and economic effi  ciency of the project.

Yuzhnoye’s concept of the lunar base was presented at 
various international events and earned many positive 
comments, including approvals of the wide range of add-
ressed issues.

Yuzhnoye’s lunar technologies
Yuzhnoye is the leading enterprise in Ukraine’s space 

industry with its own concept of Moon exploration, 
including the construction of a lunar base. Naturally, 
Yuzhnoye cannot stand aside in the research and engi-
neering challenges concerning Moon exploration. It is 
clear that Ukraine can work in this fi eld only in cooperation 
with other countries because the cost of building all the 
systems and equipment necessary for Moon exploration is 
extremely high. For instance, NASA is planning to invest 
about 93 billion USD to return to the Moon by 2025 [1].

A lunar base is one of the global and most expensive, 
science, and labor-intense projects humanity is going to 
implement in the near future. Building the base should be 
a gradual and step-by-step process where each step and 
mission is checked and confi rmed to ensure the super 
reliable functioning of all the lunar base components. 

Yuzhnoye’s team framed the concepts of a wide spect-
rum of technologies necessary for Moon exploration. Th e 
principal system for lunar infrastructure establishment is 
a space transportation system for lunar expeditions, both 
manned and cargo supply. From the analysis of Yuzhnoye’s 
eff orts in the development of heavy-lift  and super-heavy 
launch vehicles, it was decided to use an asymmetrical two-
launch profi le in lunar expeditions with launch vehicles of 
diff erent classes was selected: the medium-lift  Mayak-S3.9 

and the super heavy-lift  Mayak-ST6. Th e medium-lift  
launch vehicle is planned for manned missions, and the 
super heavy-lift  is expected to deliver heavy cargo ships, 
lunar base modules, etc. to the Moon. Th is profi le makes it 
possible to use launch vehicles of lower payload capacity that 
are more cost-saving in manufacture but can be involved in 
a wide range of commercial fl ights in addition to missions 
to the Moon. It is planned to develop the medium-lift  
Mayak-S3.9 fi rst to operate on the commercial market of 
launch services. Aft erward, it is planned to use this launch 
vehicle as the basis for rockets of higher payload capacity 
with tandem staging using the existing equipment, test, 
and ground facilities. Besides the economic advantages, 
this approach makes it possible to pass certifi cation for 
manned fl ights during the commercial operation of the 
medium-lift  launch vehicle, i.e., with minimum expenses. 
Furthermore, certifi cation for manned fl ights will not be 
necessary for the super heavy-lift  launch vehicle.

Th e Moon Flight System (MFS) designed by Yuzhnoye 
comprises the Lunar Expedition Complex (LEC) for the 
manned fl ights to the Moon’s surface and the Lunar Trans-
port Complex (LTC) to deliver heavy supplies to the Moon 
(Figs 2, a, b).

Th e Moon Flight System comprises the following:
 Spacefl ight facility with the medium-lift  launch vehicle 

Mayak-S3.9,
 Spacefl ight facility with the super-heavy launch vehicle 

Mayak-ST6,
 Manned spacecraft ,
 Lunar spacecraft ,
 Lander based on a universal heavy-lift  lander,
 Lunar booster,
 Universal heavy-lift  lander,
 Lunar orbital tug.

Fig. 1. Concept of a lunar research and manufacture base by 
Yuzhnoye State Design Offi  ce. Th e ideas of creating a settlement 

on the Moon and carrying out interplanetary missions were 
Alexander Degtiarev’s cherished dreams that defi ned the course 

of Yuzhnoye’s development
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Furthermore, the conceptual design of the lunar base 
includes ideas concerning landers to deliver supplies to 
the Moon’s surface (a hopping lunar lander for the Moon’s 
surface exploration at several spots per expedition, see 
Fig.  2,  c), a lunar lander to deliver research equipment, 
mo bile laboratories, or supplies for the lunar base to 
the Moon’s surface (Fig.  2,  d), a surveying rover for re-
connaissance operations on the Moon’s surface, transport 
vehicles for the hoisting and transportation, assembly 
and construction, manufacture and processing, and soil 

excavation operations on the Moon’s surface (Fig.  2,  e), 
vertical and horizontal living modules, and other elements 
of lunar infrastructure (Fig. 1).

Th e long list of studied lunar infrastructure elements 
indicates Ukraine’s signifi cant potential and readiness 
for participation in a global project on Moon exploration 
using advanced technologies and scientifi c achievements.

Th e present-day shows that international cooperation 
is the only way for Yuzhnoye to take part in Moon colo-
nization. 

Fig. 2. Primary elements of the Moon Flight System (a, b) and the infrastructure of the research and manufacturing base (c—f). 
Yuzhnoye’s concept: a — Mayak-S3.9 medium-lift  launch vehicle and Mayak-ST6 super-heavy launch vehicle; 

b — Lunar Expedition Complex at the beginning of its fl ight to the Moon; c — lander for the Moon’s surface exploration; 
d — lander to deliver supplies; e — surveying rover; f — transport vehicles for the hoisting and transportation, assembly and 

construction, manufacture and processing, and soil excavation operations on the Moon’s surface
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Yuzhnoye has developed innovative technologies and 
equipment with a readiness level of TRL 6—7, having no 
or surpassing the comparable articles on the globe in the 
performance parameters and cost-eff ectiveness indexes.

From the analysis of the conceptual design of a lunar 
research and manufacturing base, these technologies 
include rocket engines, assemblies, and units of rocket jet 
engines (TRL 6—7) together with promising developments 
such as a hydrogen energy accumulator and inert anodes 
from ultra-high temperature ceramics for melted regolith 
electrolysis. 

Propulsion systems, their assemblies, 
and equipment

Yuzhnoye has developed rocket jet engines for various 
applications and certain elements of the propellant feed 
systems for these engines, particularly the following:

 sustainer engine RD840 for apogee rocket stages and 
spacecraft  (Fig. 3). It is a single-chamber single-mode re-
startable engine with a pressure feed system (TRL-7);

 single-chamber restartable engine RD860 with a pneu-
matic pump feed system. Th is engine is designed for boost 
stages, space tugs, and unmanned landing and take-off  
modules (Fig.  4). Most of the engine’s assemblies and 
systems (including the combustion chamber and the 
pneu matic pump assembly) have passed the development 
tests (TRL-7);

units of various turbopump and pump assemblies;
 automatic equipment assemblies for cryogenic and 

hy pergolic propellants, high-temperature, and high-pressure 
gases;

 assemblies of high-pressure cylinders and propellant 
tanks for liquid-propellant rocket engines with the pressure 
feed system;

 assemblies of gas generators and combustion cham-
bers of liquid-propellant rocket engines.

Th e above-mentioned structures are comparable to the 
world-class developments. Making these structures at the 
facilities of Yuzhnoye State Design Offi  ce (in cooperation 
with Ukrainian partners) has the following signifi cant 
advantages: 

 complete cycle of development (design, detailed de-
sign documents, fabrication, development tests) for various 
engines;

 competitive cost of development;
 own manufacturing and test facilities.
Th e engine assemblies and the elements of propellant 

feed systems may be used in spacecraft  and landers in ten-
ded to deliver supplied to the Moon and Mars, inclu ding 
those of NASA’s Artemis program.

Th e potential customers include governmental insti-
tutions and private companies in the United States, Europe, 
Japan, and other countries, including the participants 
of Artemis (NASA, Lockheed Martin, Venturi Astrolab, 

Fig. 3. RD840 rocket engine Fig. 4. RD860 rocket engine
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Northrop Grumman, Firefl y Aerospace, Moon Express, 
Sierra Nevada Corp., and others).

Hydrogen energy accumulator
Th e best option for providing the lunar base with 

power during a lunar night is to use the accumulated 
excessive solar energy in the form of hydrogen and 
oxygen produced by water electrolysis during a lunar day. 
Ukrainian experts developed an innovative technique for 
water electrolysis that uses a high-pressure membraneless 
electrolyzer with its power effi  ciency 10—20% higher 
than the best traditional electrolyzers because of no 
membranes used. Th is technique was tested on laboratory 
models (Fig. 5). Adapting a high-pressure membraneless 
electrolyzer for operation in the space environment 
requires a drastic reduction of the amount of working 
currents and a consequential reduction of ohmic loss in 
current-conducting buses. 

Th e conducted theoretical work and experiments on 
the parallel and successive starts of electrode assemblies 
in a membranelss electrolyzer show that the only method 
to increase the working voltage is to use a hybrid starting 
system, where the monopolar sources of electrode 
assemblies are connected in succession and the electrolysis 
amount of each source is isolated. Th e primary specifi c 
feature of the suggested innovative technology of the 
electrolyzer is the separation of the hydrogen and oxygen 
production processes in time, which prevents the gases in 
the electrolyte from mixing and producing an explosive 
compound. Th is innovative technique makes it possible, 

in fact, to avoid and prevent the primary problems in using 
the existing methods to generate oxygen and hydrogen 
on the Moon’s surface: the huge size, large weight, the 
high cost of delivering compression equipment to the 
Moon’s surface, and the complicated maintenance of this 
equipment on the Moon’s surface.

Th e potential customers of this technique are the go-
vern mental and private developers of the power generation 
and living infrastructure for the colonization of other 
planets, including the participants of the Artemis program 
(NASA, Lockheed Martin, Lunar Resource, and others).

Th e results of the research eff orts of Ukrainian experts 
open the way for making prototypes to try out this tech-
nique in space equipment and high-power industrial plants.

Ultra-high temperature ceramics for anodes 
Lunar soil, regolith, is the primary raw resource for 

oxygen generation and the production of various const ruc-
tion materials. Th e generation of them by the electrolysis 
of oxides occurring in most planetary rocks and soils is 
one of the promising techniques under development to 
determine the level of its suitability for space missions. 

Th e most attractive is the electrolysis of melted regolith 
that off ers a one-stage single process of separating oxygen 
from metals by the direct electrolysis of melted oxides and 
requires almost zero import of consumable materials from 
Earth. Th e topical problem of such separating systems 
is that the anode material loses its physical parameters 
through oxygen release, which results in the relatively 
short life of a plant. 

Fig. 5. Laboratory model of hydrogen energy accumulator 
for this, it is necessary to increase the voltage drop 

on the electrodes from the current 1—1.5 V to 30—40 V

Fig. 6. Microstructure of ZrB2—SiC(ZrSi2) ceramics 
with diff erent compositions

Fig. 7. Mass gain versus ZrSi2 content (vol%) 
in an oxidation furnace charge at 1500 °C 

for 50 hours in oxygen
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It is the fi rst time when it is suggested that this prob lem 
can be solved by using anodes from ultra-high tem perature 
ceramics that are resistant to active oxygen at the operating 
temperatures and have an adequate electrical conductivity.

Ukrainian engineers have developed and tested such 
ultra-high temperature composite ceramics (UHTCs) 
ZrB2—SiC(ZrSi2) and ZrB2—(MoSi2) for anodes [12, 13].

Th e structure of the obtained UHTCs is heterophase 
(Fig. 6). Th e residual porosity does not exceed 5%.

Th e ZrB2—SiC and ZrB2—SiC—ZrSi2 ceramics were 
tes  ted for resistance to high-temperature oxidation in a 
pu re oxygen environment at a temperature of 1500 °С for 
50 hours.

It was demonstrated that adding ZrSi2 to ZrB2—SiC 
increa ses the oxidation resistance of the latter (Fig. 7). Th e 
ma xi  mum oxidation resistance occurs at the ZrSi2 content 
of 2 vol%.

Ukraine has developed a technique to make structures 
from ZrB2 ceramics, including the following: processes to 
hot-press plates from ceramic materials were tried out; 
experimental and industrial facility was set up to manu-
facture articles from SiC—ZrB2—ZrSi2 and ZrB2— MoSi2 
ceramics. Th is facility can be used to make inert anodes 
for the electrolysis of melted regolith on the Moon.

Th e advantages of this technique are as follows:
 it enables the direct electrolysis of melted regolith at 

temperatures of up to 1600 °С for long periods, requiring 
no consumable materials;

 enhanced life of the system;
 competitive cost;
 own manufacture and test facilities.
Th e potential customers of this technique are the go-

vernmental and private developers of the living and power 
generation infrastructure for the colonization of other 
planets, including the participants of the Artemis program 
(NASA, Lockheed Martin, Lunar Resource, and others).

Conclusions
Yuzhnoye State Design Offi  ce studied a wide range of 

techniques and technologies necessary for Moon explo-
ration and framed their concepts.

It is the fi rst time when it is suggested, considering 
the high level of developments of potential partners, that 
promoting Yuzhnoye’s technologies is reasonable since 
they have been successfully tried out and demonstrated 
the readiness level of TRL 6—9, as well as it is sensible 
to promote Yuzhnoye’s innovative developments that are 
unique or surpass other world-class technologies in the 
performance parameters and cost-eff ectiveness indexes. 

From the analysis of the conceptual design of the lunar 
research and manufacturing base, these technologies and 
developments include rocket engines, the assemblies and 
units of rocket jet engines (TRL 6—7), and promising 
deve lopments, such as a hydrogen energy accumulator 
and inert anodes from ultra-high temperature ceramics 
for melted regolith electrolysis. 
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DEVELOPMENT OF EQUIPMENT AND TECHNOLOGY 
OF ELECTRON BEAM WELDING OF ALUMINUM ALLOYS 

IN SPACE CONDITIONS 
N. Piskun, Y. Ternovyi, S. Glushak, V. Zakorko, I. Statkevych, V. Shulym

E.O. Paton Electric Welding Institute of the NAS of Ukraine 

Hardware complex for application 
of electron beam technologies in space 

and on the lunar surface 
Severe physical conditions on the lunar surface have a 

signifi cant infl uence of the specifi c features of performance 
of mounting and repair-restoration operations such as 
welding, cutting, brazing and coating deposition. Th is, in 
its turn, requires ensuring specifi c characteristics of the 
hardware designed for realization of various technological 
processes under the lunar conditions. 

Results of experiments on manual electron beam 
welding conducted in open space show that the hardware 
developed earlier allows performing welding of stainless 
steels, titanium and aluminium alloys of up to 1.5 mm 
thickness. At the same time, thickness of material used at 
manufacture of manned space vehicle skins can be up to 
4—6 mm, and the weld length can be up to several meters. 

An electron beam gun which is the main tool of the 
welding hardware complex was proposed and manu-
factured. Th is gun uses a triode optical system and it has 
the power of up to 2.0 kW that is 2 times greater than the 
earlier developed guns. Th e new generation gun allows 
producing more focused electron beams, which enables 
conducting the technological operations at the distance 
of 80—120  mm instead of 40—50  mm. Th e performed 
theoretical calculations with application of the procedure 
of path analysis and synthesis allowed development of a 
more effi  cient optical system of the gun and improvement 
of the electron beam geometry, which promoted increase 
of electron beam specifi c power density to 12 kW/mm2 and 
performance of sound welding of up to 8 mm aluminium 
alloys [1—3]. Here, monolithic combination of the gun 
with the high-voltage power source was eliminated, that 
contributed to more comfortable working conditions of 
the welding operator during observation of the welding 
process, and also allowed two times reduction of the 
tool weight. Operating life of the cathode assembly was 
extended by almost an order, compared to previous guns 
with directly heated cathodes. 

New generation gun can operate both in the manual 
(during work performance by welding operator), and 
in the automatic mode as part of a robot or artifi cial 
intelligence. At operation in space, situations can develop, 
which require involvement of the cosmonaut-welder, for 
instance to assess the scale of an emergency situation and 

its liquidation methods, which necessitates performance 
of such work with manual tools.

Fig. 1, a, b shows the appearance of a new generation 
gun for manual electron beam welding. Fig. 1, b de monst-
rates how the welder-tester conducts ergonomic testing of 
the developed manual tool in a special vacuum test facility 
KC-4015. 

A new generation tool has been developed for operation 
in the automatic mode as part of a robot or manipulator. 

Th e gun (Fig. 2, а) for automatic welding uses a triode 
emission system of short-focus modifi cation, unlike the 
long-focus one, which was applied in the manual version 
of the gun [4]. When creating this gun, the following 
functional blocks were developed: the cathode block of the 
gun with a high-voltage supply; anode block and focusing 
electromagnetic system. Th e small-sized gun is connected 
to the power source by a high-voltage fl exible cable with 
a connector, and it allows generating a sharp electron 
beam of not more than 1.0  mm diameter (at 10  kV 
acce lerating voltage), using a double electromagnetic 
focusing system.

Th e gun cathode has the operating life of 10 hours. 
Th e monolithic combination of the electron beam gun 
with the high-voltage power source is eliminated, which 
ensures convenient observation at a suffi  cient distance 
from the object processing location. 

A special manipulator with fi ve degrees of freedom 
(Fig. 2, b) was developed for operation in the automatic 
mode. 

When developing the gun electron-optical system, theo-
retical calculations with application of the path analysis 
procedure were used. 

Th e developed emission system forms an electron beam 
suffi  cient for performance of electron beam welding of up 
to 6 mm metals, and it can be used in the gun for mounting 
operations in open space and on the lunar surface. 

For work in space, for the fi rst time in the world, 
using modern components, a set of equipment has been 
developed, which includes: a small-sized power source 
operating in a high vacuum and a control panel (Fig. 3).

Th e developed welding tool when operating as part of 
a robot or artifi cial intelligence will allow manufacturing 
diff erent load-carrying truss structures directly in space, 
also for fastening the solar batteries, which is very impor-
tant for space solar power generation. Availability of space 
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transformable reusable solar batteries enables conducting 
energy-intensive experiments and research. 

Moreover, it is rational to use this tool at construction 
of long-term lunar bases for mounting pipelines and 
other facilities, as well as during performance of repair-
restoration operations in high vacuum. 

Work on creation of hardware for welding in space and 
on the lunar surface will promote development of space 
sector of Ukraine which will have a positive impact on the 
prestige of our State in the world. 

Features of electron beam welding in space 
Application of welding processes in space is required 

primarily for manufacture, mounting and repair of large-
sized structures of space stations, both in the Earth orbit 
and when exploring the Moon, where it is planned to 
create long-term lunar bases. Th ese can be mounting-
assembling operations at construction of pressurized 
structures for residential and industrial premises, as well 
as structures for storing energy resources, space complex 
pipelines, or repair and preventive operations, related to 
ensuring the operating life of existing systems.

Electron beam welding (EBW) is an optimal and more 
tech nological process for performance of this work, com-
pared to other welding methods. 

During EBW performance in ultra high vacuum, redu-
ced gravity and low temperatures, this process becomes 
more complicated [5], and the quality of welded joints 

Fig. 1. Electron beam gun for manual electron beam welding in space and on the lunar surface: а — New generation electron beam 
gun for manual welding; b — Welder-tester performs ergonomic testing of the manual tool in КС-4015 facility

Fig. 2. Equipment for automatic welding in space and on the lunar surface: a — Electron beam gun for automatic welding in space 
as part of the manipulator; b — Manipulator for electron beam gun operation in the automatic mode

Fig. 3. Complex of hand-held electron beam equipment 
for technological work in space conditions



140

(WJ) can deteriorate. In his work aluminium alloys 2219 
and 5456 for space applications were studied. 

Obtained results of the conducted experiments under 
reduced gravity and low temperatures in space, as well as 
in the fl ying laboratory, showed an increased quantity of 
pores in aluminium alloy welds (Fig. 4). 

Investigations also showed that one of the causes for 
porosity in welding aluminium and its alloys is hydrogen 
present in the base metal, as well as in the oxide fi lm on 
the edges of the metal being welded [6]. 

Considering these circumstances, a welding process 
was proposed with preheating and postweld heat treatment 
of the weld, with molten pool metal stirring by reverse 

circular scanning of the electron beam with programmed 
thermal intensity in each zone of the technological process. 

Technological work was conducted in vacuum facility 
OB1469m, in which the manipulator with PL104 electron 
beam gun was mounted. Power to the electron beam gun 
was supplied from laboratory source IUN-5 with 10  kV 
accelerating voltage. Sample welding was performed 
with periodical defl ection of the electron beam along a 
reverse circular path, as well as with beam defl ection for 
preheating and further heat treatment at the speed of 
25  m/h (Fig.  5). Roentgenograms and macrosections of 
aluminium alloy welded joints produced by electron beam 
welding with periodical defl ection of the electron beam 
are shown in Table 1.

X-ray testing was conducted to detect hidden defects 
in the joints along their entire length (pores, blowholes, 
cracks, lacks-of-penetration, etc.), and it was performed in 
RAP-150/300 X-ray unit. Control method sensitivity was 
equal to 0.05 mm. 

Analysis of control WJ images produced by a static 
electron beam without periodical defl ection during welding 
revealed presence of pores of 0.3 to 1.0  mm size, but no 
internal defects were found in joints produced with periodi-
cal defl ection.  Results of mechanical tests of WJ produced 
with periodical defl ection for all the alloys, show that all 
of them demonstrate high stability of ultimate strength 
values and high values of strength coeffi  cients (Table 2).

Analysis of elemental composition (Table 3) in WJ pro-
duced by EBW with periodical scanning showed a uniform 
distribution of all the elements from the base metal to weld 
metal. 

Fig. 4. Roentgenogram of a butt joint of 5456 alloy produced by electron beam welding in the fl ying laboratory in the mode of 
reduced gravity of 1/6 g (Lunar surface) 

Fig. 5. Scanning with periodical defl ection of the electron 
beam and preheating and further heat treatment of the weld 

(1 — preheating; 2 — welding by a circular reverse scan, 
3 — further heat treatment) 

Table  1
Roentgenograms and macrosections of aluminium alloy welded joints produced by electron beam welding 

with periodical defl ection of the electron beam

Alloy Th ick-ness, mm Roentgenogram Macrosection

5456 
No scan. 6.0

5456
With period. defl . 6.0

5456
With period. defl . 4.0

2219
With period. defl . 5.0
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Fig. 6. Microstructure of a welded joint of 5456 alloy 6.0 mm thick produced by electron beam welding with periodical defl ection 
of the electron beam: а — weld metal in the upper part; b — zone of weld metal fusion with base metal in the upper part; 

c — weld metal in the central part; d — zone of weld metal fusion with base metal in the middle part; 
e — weld metal in the root part; f — zone of weld metal fusion with base metal in the root part

Fig. 7. Microstructure of a welded joint of 2219 alloy 5.0 mm thick produced by electron beam welding with periodical 
scanning: a — zone of weld metal fusion with base metal (upper part on the left ); b — base metal (upper part in the middle); 

c — zone of weld metal fusion with base metal (upper part on the right); d — zone of weld metal fusion with base metal 
(lower part on the left ); e — base metal (lower part in the middle); f — zone of weld metal fusion with base metal 

(lower part on the right)
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Determination of the local elemental composition of 
welded joints from aluminum alloys obtained by EPZ 
was carried out using a Tescan Mira3 LMU scanning 
electron microscope. Th e assessment of the local elemental 
composition was carried out with an Oxford X-max 80 mm 
EMF detector mounted on a scanning electron microscope.

Figures 6—5 show the microstructure of welded joints 
of 5456 and 2219 alloys produced by electron beam 
welding with periodical defl ection of the electron beam. 

Metallographic investigations revealed that a dense 
structure of weld metal (WM) is observed in the main 
volume. Th e weld structure is dendritic, and the dendrite 
parameter does not essentially change along the weld 
height, i.e. WM structure is stable by volume. Isolated 
pores of up to 30 μm size are observed in the weld root. 
Fine pores of up to 40 μm size are present in the fusion 
zone and in the heat-aff ected zone (HAZ). Pores are 
observed to the depth of 1000 μm from the fusion line into 
the weld metal. Such a pattern is characteristic for all WJ 
of 2219 alloy produced by fusion welding irrespective of 
the method. No defects in the form of cracks were found. 

Analysis of elemental composition in WJ produced by 
EBW with periodical scanning showed a uniform dist-
ri bu tion of all the elements from the base metal to weld 
metal. 

Conclusions 
1. A hardware complex was developed for performance 

of electron beam welding and related technologies in 
space and on the lunar surface 

2. A gun was proposed with a triode emission system, 
electron bombardment of the cathode and long operating 
life of the cathode assembly due to combined cooling. 

3. Th e developed new generation hardware complex is 
capable of operation both in the manual and automatic 
variant as part of a robot or artifi cial intelligence. 

4. A small-sized power source, functioning in high va-
cuum environment was created for the fi rst time in the 
world, using modern components. 

5. Th e proposed variant of distribution of the power 
of electron beam thermal impact allows synthesizing 

Table  3
Th e elemental composition of the welded joint 

from diff erent alloys obtained by discrete-scan EEP

Spectrum No
Elemental composition, %

Mg/Cu Al Mn Cr

Alloy 5456, thickness 6 mm
S1 5,2 92.4 0.3 0.1
S3 5.15 94.45 0.28 0,12
S3 5.16 94.44 0.29 0.11
S4 4.98 94.63 0.3 0.09
S5 4.99 94.63 0.3 0.08
S6 4.98 94.64 0.29 0.09
S7 4.97 94,67 0.28 0.07
S8 4.96 94.68 0.29 0.07
S9 4.98 94.69 0.1 0.09

Alloy 2219, thickness 6 mm
S1 6.2 93.50 0.3 —
S3 6,15 93.56 0.29 —
S4 6.14 93.57 0.3 —
S5 6.19 93.52 0.3 —
S6 6.15 93.56 0.3 —
S9 6.18 93.53 0.3 —

Table  2
Values of ultimate strength σt 

(ranges and average) and strength coeffi  cient n 
of welded samples from AMg6 and 
1201 aluminium alloys produced 

by EBW with periodical defl ection

Sample
number

Alloy
type

Th ickness, 
mm

t w.j, 
MPa

t b.m, 
MPa

Strength 
coeffi  cient,

N

1 5456 6.0 304…310 
(306)

335…340 
(338) 0.9

2 2219 5.0 368…377 
(370)

413…424 
(417) 0.89

Fig. 8. Microstructure of fusion zone and HAZ (а) and of base metal (b)
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control of electron beam defl ection to create the specifi ed 
temperature fi eld at EBW with simultaneous preheating 
and further heat treatment. 

6. Developed elements of the technology of aluminium 
alloy EBW by single-pass method with preheating and 
further heat treatment of the weld with molten pool 
metal stirring by reverse circular scanning and periodical 
defl ection of the electron beam open up new possibilities 
for creation of structures under the conditions of the lunar 
surface. 

7. Mechanical property tests, metallographic inves-
tigations and WJ elemental composition showed the high 
quality of the joints produced by the method of periodical 
defl ection of the beam in welding with preheating and 
further heat treatment. 

8. Availability of such hardware will allow Ukraine 
becoming a participant of US NASA “Artemis” Program 
for conducting work on the lunar surface at construction 
of long-term lunar bases. It will allow Ukraine taking a 
worthy place among the space powers of the world. 
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APPLICATION OF WELDING PROCESSES 
FOR OBTAINING JOINS FROM LIGHT ALLOYS 

Iu. Falchenko, L. Petrushynets, A. Poklyatskyi, V. Fedorchuk
E.O. Paton Electric Welding Institute of the NAS of Ukraine 

SECTION 1. 
Diff usion welding of light three-layer 

honeycomb panels 
Th ree-layer honeycomb panels are widely used in 

aircraft  construction, shipbuilding, construction and other 
industries. Th is structure type has high strength and 
rigidity at relatively low weight. Load-carrying layers 
strengthened by the core, are capable of withstanding high 
compressive stresses, exceeding the material elasticity limit. 
Such structures have good vibrational and radio technical 

characteristics, sound and thermal insulation properties 
[1]. A three-layer panel consists of two covers and the 
honeycomb core, which diff er signifi cantly both by their 
geometry and by mechanical properties in diff erent planes 
(Fig. 1). Th erefore, when making this type of structure, it 
is necessary to apply diff erent approaches, both to welding 
of the profi led strips into a honeycomb core block, and to 
forming a tee-joint of the covers with the core. 

PWI Department of «Physical-Metallurgical Process of 
Welding Light Metals and Alloys” developed a technology 
of manufacturing 150   150 mm three-layer honeycomb 
panels from aluminium alloys (Fig.  2). Honeycomb core 
from 0.15 mm AD1 aluminium alloy was produced by 
joining the corrugated strips into blocks by spot welding. 
As this approach does not guarantee producing a core with 
plane-parallel end faces, and their presence is one of the 
main requirements in vacuum diff usion welding (VDW) 
of the core to the covers, grinding of the contact surfaces 
was used. VDW of the core to the covers from 1 mm AMg2 
aluminium alloy was performed in the device, consisting of 
the lower and upper fl anges and sleeve. Th e fl anges ensure 
pressing of the covers to the end faces of the honeycomb 
core over the entire contact area, and the sleeve allows 
equalizing the temperature fi eld in the product and ensures 
control of the degree of its deformation during welding [2].

Considering that the modulus of elasticity of aluminium 
quickly decreases at heating, and already at 250—300 °С it 
can lead to loss of stability of the structures, further work 

Fig 2. Technology of 
manufacturing the three-layer 

honeycomb panel

Fig. 1. Scheme of a three-layer honeycomb panel 
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was aimed at development of a new layered composite 
material (LCM), which would be able to compete with the 
traditional aluminium alloys in a wide range of working 
temperatures. Foil from AD1 aluminium alloy and VT1-0 
titanium alloy of 150 and 30  μm thickness, respectively, 
was used as the research material. 

It was established experimentally that VDW of sheet 
AD1 alloy to VT1-0 alloy should be conducted at high 
pressures (~20 MPa), because of the limited deformability 
of the foil, and even in this case defects are observed in 
the butt joint in the form of individual pores and cracks. 
Considering that dimensions of the samples should be 
enough for further manufacturing of honeycomb cores 
and covers of the three-layer panel from them, application 
of such pressure values leads to considerable deformation 
of the welding fi xtures and their fast wear. As shown 
by our research, localization of plastic deformation on 
the contact surfaces between titanium and aluminium 
promotes lowering of welding pressure to 5MPa. Such 
an approach allowed producing defectfree aluminium/
titanium joints (Fig. 3, a, b) of the specifi ed dimensions 
[3] with diff erent specifi c weight values, which is achieved 
due to diff erent ratio of titanium and aluminium layers. 
A batch of three-layer honeycomb panels was produced 
using such a layered composite material (Fig.  3,  c) [4]. 
It is also shown that the layered material demonstrates 
higher thermal stability, compared to aluminium alloys, 
as sample annealing at the temperature of 700  °C for 
30 minutes does not lead to their melting or loss of shape.

SECTION 2. 
Main advantages of butt joints of AMg5M 

aluminium alloys produced by friction stir welding 
 Semi-fi nished products in the form of sheets, plates, 

extruded panels, shaped sections, rods, forgings, stampings, 
etc. from a strong and ductile AMg5M aluminium alloy are 
widely used in manufacture of welded structures, operating 
at temperatures from –190  ºС to +70  ºС [1]. Diff erent 
fusion welding methods are used in the majority of the 
cases to produce permanent joints, when the weld forms 
as a result of melting of a certain volume of the materials 

being welded and fi ller wire, and their solidifi cation. It leads 
to signifi cant structural transformations in the weld metal 
and regions adjacent to it, as well as frequent occurrence 
of defects in the form of pores, oxide fi lm macroinclusions 
and hot cracks, resulting in lower physical-mechanical 
properties of the welded joints [2—4].

In solid-phase friction stir welding it is possible to 
avoid metal melting in the weld formation zone and to 
ensure maximum preservation in the welded assemblies 
of the properties of semi-fi nished products used in their 
manufacture [5]. Metal heating only to the plastic state in the 
welding zone due to friction, intensive stirring, deformation 
in a limited space and its densifi cation by the tool working 
surfaces in the weld result in formation of a fi ne structure, 
and base material is soft ened to a smaller degree in the HAZ 
than in fusion welding. It leads to an increase of ultimate 
strength of such joints at uniaxial tension and of their 
fatigue resistance at cyclic loading, as well as lowering of the 
level of residual stresses and strains [6—13].

Th e objective of the work is determination of the main 
advantages of butt joints of sheet AMg5M aluminium 
alloy produced by friction stir welding, compared to those 
made by nonconsumable electrode argon-arc welding. 

AMg5M aluminium sheets 1.8 mm thick were used for 
investigations. Butt joints were produced by mechanized 
nonconsumable electrode argon-arc (TIG) welding at the 
speed of 20 m/h at the current of 135—140 А in ASTV-2M 
unit from MW-450 power source (Fronius, Austria), using 
SvАMg5 fi ller wire of 1.6 mm diameter. Friction stir welding 
(FSW) was performed in a laboratory unit de ve loped at the 
E.O.Paton Institute, using a special tool with a conical tip 
and shoulder of 12 mm dia. [14], with the rotation speed 
of 1420 rpm, and the linear movement speed was 12 m/h. 
Here, the width of the welds produced by fusion welding 
was equal to 6.5 mm on average, and of those produced 
by friction stir welding was 3.5 mm (at the width of the 
thermomechanical impact zone of approximately 12 mm 
from the weld face side).

Th e produced welded joints were used to prepare mic-
rosections to study their structure and samples with the 
working part width of 15 mm to determine their ultimate 

Fig. 3. Microstructure (a), general view of the layered composite material produced from AD1 and VT1-0 (b) alloys and model 
sample of a three-layer honeycomb panel made from LCM (c) 



146

strength at uniaxial static tension in keeping with GOST 
6996-66. Th e width of the sample working part for 
assessment of fatigue resistance characteristics was equal 
to 25 mm. Mechanical tests of the samples were performed 
in a universal servohydraulic complex MTS 318.25. Cyclic 
test were conducted at axial loads by a sinusoidal cycle with 
coeffi  cient R = 0.1 and frequency of 15 Hz up to complete 
fracture of the samples. A series of 5—7 samples of the same 
type was tested under the same conditions. Experimental 
data of fatigue testing were processed by the methods of 
linear regression analysis, commonly accepted for such a 
kind of investigations. Proceeding from the results of the 
conducted studies the respective S—N curve — regression 
line in 2а — lgN coordinates was plotted for each sample 
series based on the established limited endurance limits. 

Metal hardness was measured on the face surface of the 
samples of scraped joints. Th e degree of metal soft ening 
in the welding zone was assessed in «ROCKWELL» 
instrument at load Р = 600 N. Evaluation of the structural 
features of welded joints was performed in optical electron 
microscope MIM-8.

Residual longitudinal stresses in the welded joints were 
determined by an experimental method based on metal 
cutting. Th e relieved residual stresses caused by heating in 
welding were calculated by the magnitude of metal de for-
mation, arising as a result of its cutting, using the respective 
formulas of the theory of elasticity (Hooke’s law).

Conducted investigations showed that the weld dimen-
sions in friction stir welding are smaller, and its shape 
compares favourably with that obtained at nonconsumable 
electrode argon-arc welding (Fig. 4). It does not have any 
weld reinforcement, which forms from the fi ller wire, or the 
back bead which is due to application of a backing with a 
groove in fusion welding. Th is allows avoiding a signifi cant 
stress concentration in the zone of transition from the 
weld to the base metal, which has a negative impact on the 
operational and life characteristics of the joints. 

More over, formation of a permanent joint in the 
solid phase without melting of the edges being welded 
allows avoiding their oxidation during welding. And 
deformation and intensive stirring of plasticized metal 
promote mechanical destruction and dispersion of oxide 
fi lms, located on its surfaces. Th erefore, FSW welds have 
no defects in the form of oxide fi lm macroinclusions, 
characteristic for fusion welding. Absence of molten 
metal, in which hydrogen solubility rises abruptly, allows 
avoiding additional saturation of the welding zone with it, 
leading to absence of defects in the form of pores in the 
welded joints. As at FSW the processes of metal fusion and 
solidifi cation are absent, it is possible to completely avoid 
formation of the most hazardous defects — hot cracks, 
which can arise during molten metal solidifi cation in the 
area of accumulation of low-melting eutectic inclusions. 

Th e process of permanent joint formation at FSW 
combines a whole complex of interrelated phenomena, 
which include intensive local heat evolution on the 
friction surface, rapid heating and cooling of small metal 
volumes in a closed space at high pressure, displacement 
of plasticized metal along a complex trajectory, plastic 
deformation in metal microvolumes, recrystallization, 
diff usion, mechanical fragmentation of the components, 
intensive dislocation movement, instantaneous formation 
of a permanent joint behind the tool, etc., which accounts 
for structural features of its diff erent regions. In the weld 
central part (nugget) a fi ne-crystalline weld structure 
forms as a result of intensive dynamic recrystallization. 
Th e size of grains having a practically globular shape is not 
more than 4 μm, and that of dispersed phase precipitates 
is ≤1  μm, which is 5—7  times smaller than in the base 
metal. In the thermomechanical impact zone near the 
boundary of weld transition to base metal, in addition to 
fi ne grains, also coarser grains (6—7  μm) are observed, 
which are elongated in the direction of plasticized metal 
displacement, and in the HAZ the grain size is 10—15 μm.

Fig. 4. Transverse sections (a, b) and appearance of face surfaces of welds (c, d) of AMg6M alloy 1.8 mm thick, made by FSW (a, c) 
and TIG welding (b, d)
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Th e TIG weld has a mixed dendritic structure, charac-
te ristic for aluminium-magnesium alloys in the cast state, 
which consists of columnar and equiaxed grains. Here, equia-
xed dendrites of approximately 25 μm size form in the weld 
central part. Near the line of its fusion with the base material 
a layered dendritic structure with extended phase precipitates 
along these grain boundaries is more pronounced. 

Intensive plastic deformation of metal in the zone of 
permanent joint formation at FSW not only promotes 
refi nement of its structure, but also leads to its strain 
hardening (Fig.  5). So, in the weld central part metal 
hardness is at the level of 84 HRB, and in the zones of its 
transition to base metal it is 83 HRB. Here, minimal metal 
hardness (78 HRB) is observed in the HAZ, whereas at 
TIG welding metal hardness is not higher than 76 HRB 
in the weld central part, and 78 HRB in the zones of its 
fusion with the base material. Th erefore, the samples of 
joints produced by TIG welding using SvAMg5 fi ller wire 
with the removed weld reinforcement and back bead fail 
through the weld metal at uniaxial tension and have the 
ultimate strength at the level of 300 MPa. Destruction of 
joints of such samples with weld reinforcement occurs 
in the base metal, similar to FSW samples. Here, their 
ultimate strength is at the level of 320 MPa.

As a result of the conducted investigations, it was 
established that lowering of metal heating temperature 
in the zone of permanent joint formation at FSW has a 
positive infl uence also on the level of residual stresses, 
arising in it as a result of nonuniform distribution of the 
thermal fi eld. So, at TIG welding the maximal value of 
residual longitudinal tensile stresses at 10  mm distance 
from the weld axis is at the level of 103 MPa (Fig. 6). In 
the weld center these stresses are equal to 72  MPa. At 
the distance of approximately 22 mm from the weld axis 
they decrease to zero, and furtheron compressive stresses 
develop with the maximal value of 38  MPa at 35  mm 
distance from the weld axis. In FSW joints, the maximal 
value of tensile stresses is just 78 MPa. Here, their value 
in the weld center is at the level of 36  MPa that is two 
times smaller than at TIG welding. Th e maximal value of 
residual compressive stresses at 35 mm distance from the 
weld axis also decreases to 23 MPa, accordingly. 

Results of experimental studies of fatigue resistance of 
FSW joints of AMg5M alloy showed that their endurance 
limit on the base of 2  . 106 cycles of stress alternation is 
equal to ~90% of the respective values for the base metal 
and it practically reaches the level of values of conditional 
endurance limit (Fig. 7). In its turn, the fatigue resistance of 
TIG welded joints is signifi cantly inferior in the entire fatigue 
life range based on 105—2 . 106 cycles of stress alternation. 
Here, the fatigue life of FSW joints is much higher than 
that of TIG welded joints, and the limited endurance limit 
based on 106 cycles of stress alternation is 15—20% higher. 
Th e main cause for lower fatigue life of TIG welded joints 
mainly is the high concentration of acting stresses, which is 
due to the weld geometrical parameters. 

Conclusions
1. At FSW of AMg5M aluminium alloy intensive plas tic 

deformation of metal in the weld nugget results in formation 
of a homogenous disoriented structure with grain size of 
3—4 μm and disperse (≤1 μm) phase precipitates. In the 
zones of weld transition to base material elongation of some 
grains to 6—7 μm and their distortion in the direction of 
plasticized metal displacement take place. 

Fig. 5. Hardness distribution in welded joints of AMg5M alloy 
1.8 mm thick, produced by TIG welding and FSW

Fig. 6. Residual stresses in welded joints of AMG5M alloy 1.8 
mm thick, produced by TIG welding and FSW

Fig. 7. S-N curves of base material (BM) and welded joints of 
AMg5M alloy 1.8 mm thick at stress cycle asymmetry Rσ = 0.1
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2. FSW process ensures formation of a permanent joint 
with minimal level of stress concentration in the zone 
of transition from the weld to the base material, and it 
allows avoiding defects in the form of pores, oxide fi lm 
macroinclusions and hot cracks in welds, caused by metal 
melting and solidifi cation in fusion welding. 

3. At FSW of AMg5M alloy metal hardness in the joint 
zone becomes higher due to strain hardening of the metal 
caused by grain refi nement, while in TIG welding metal 
hardness in this zone decreases as a result of formation 
of cast coarse-grained dendritic structure of the welds. 
Th erefore, the ultimate strength of FSW samples is 
20  MPa higher at uniaxial tension than that of samples 
with the removed reinforcement and back beads of the 
welds, produced by fusion processes. 

4. Owing to weld formation in the solid phase at 
lower temperatures than those in fusion welding, the 
maximal level of residual longitudinal tensile stresses in 
FSW joints of AMg5M alloy is by 25% lower than in TIG 
welding. 

5. Th e eff ectiveness of FSW process application instead 
of TIG welding for fabrication of structures from AMg5M 
alloy operating at alternating loading was substantiated 
experimentally by obtaining the fatigue resistance charac-
te ristics. It is shown that fatigue life of FSW butt joints 
is much higher than that of TIG welded joints, and their 
limited endurance limit based on 2   106 cycles of stress 
alternation practically reaches the level of fatigue life of 
base metal samples, whereas for TIG welded joints it is 
30—40% lower.
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AND OPERATIONAL SERVICE PLANNING 
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Institute of Technical Mechanics of the National Academy of Sciences 
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At the current stage of the development of space acti-
vities, the world’s leading space states are actively developing 
promising on-orbit services (OOS). OOS is turning into 
a viable space industry, the development of which is 
determined by the development of new space technologies, 
which include OOS industrialization and the development 
of modular spacecraft . It is expected that OOS industria li-
zation and modular satellites will be revolutionary techno-
logies for the satellite industry].

Most of the OOS missions that are planned and executed 
at this time use disposable OOS spacecraft . Th e use of 
disposable OOS spacecraft  may be profi table in the near 
future. However, it is not a reliable solution for OOS in the 
long term. As an alternative, a more useful concept is the 
concept of industrialization of OOS due to the deployment 
of reusable and sustainable OOS complexes. Th is concept 
can ensure the timeliness and effi  ciency of OOS imp-
lementation for scheduled and random requests of OOS 
clients for service. However, despite the potential advantage 
of using reusable OOS complexes, the design of their orbital 
structure and operational service planning is much more 
complex and diffi  cult compared to the traditional concept 
of OOS organization. Th is is because when planning the 
response of the OOS complex to the requests of OOS 
clients, it is necessary to carry out the distribution of OOS 
client service operations between spacecraft s of the OOS 
complex. According to experts, for the eff ective functioning 
of the OOS complex, the number of OOS spacecraft s in 
their structure can vary from several units to tens.

In modern literature, the main attention is given to 
certain aspects of OOS missions performed by disposable 
OOS spacecraft . Only a relatively small number of works 
are devoted to the development of methods for optimal 
planning of the orbital structure and operational planning 
of low-orbit reusable OOS complex. In this regard, there is 
currently a need to improve the existing and develop new 
methods for solving these problems.

Th e purpose of the article is to develop a technique for 
the optimal synthesis of the orbital structure and optimal 
operational planning of the low-orbit OOS complex in near-
Earth orbits with a small eccentricity. Methods for solving the 
problem are the averaging method, the branch-and-bound 
method, and the multi-objective optimization method. Th e 
novelty of the obtained results lies in the development of a 

technique for the optimal synthesis of the orbital structure 
and optimal operational planning of the low-orbit OOS 
complex in low orbits with a small eccentricity.

Formulation of the problem
It is assumed that the OOS complex, consisting of 

n  reusable OOS spacecraft s, has been deployed. It is 
designed to fulfi ll scheduled or random service requests 
from m OOS clients. In the problem, it is assumed 
that the base orbits of OOS spacecraft  have a small 
eccentricity and their orbital planes have the same speed 
of nodal precession. To ensure synchronization of nodal 
precession, their orbits have the same semi-major axes 
and inclinations. Th e planes of the base orbits of the OOS 
spacecraft s are evenly distributed along the longitudes 
of the ascending nodes (LAN). One OOS spacecraft  is 
located in each orbital plane. It is assumed that the orbits 
of OOS clients also have a small eccentricity and diff er 
little in inclination between themselves and the orbits of 
OOS spacecraft s. In the problem, a signifi cant diff erence 
in the orbits of the OOS clients along the major semi-axes 
and LAN is allowed. Th e diff erence in the LAN precession 
speeds of OOS spacecraft  and OOS clients is achieved due 
to the diff erence in the semi-major axes of their orbits. 
It is assumed that interorbital fl ights are the main factor 
aff ecting fuel consumption and the time of execution of 
the OOS. Any of the OOS spacecraft s can perform any 
of the OOS execution requests. Each OOS spacecraft  can 
be assigned to perform only one OOS execution request, 
and each OOS, in turn, must be performed by only one 
OOS spacecraft . Th e work does not take into account the 
eff ect of gravitational disturbances of a higher order, than 
those associated with the infl uence of the second zonal 
harmonic of the Earth’s geopotential. Disturbances due to 
the infl uence of the Earth’s atmosphere and the gravitation 
of the Moon and the Sun are not taken into account.

As a result of solving the considered problem, it is 
necessary to develop methods for the rational synthesis 
of the orbital structure and optimal operational planning 
for the low-orbit OOS complex in near-Earth orbits with a 
small eccentricity. Th e technique is designed to determine 
in an acceptable time: the parameters of interorbital fl ight 
of OOS spacecraft s, optimal waiting times of OOS space-
craft s on parking orbits, determination of the appropriate 
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distribution of client service requests of OOS between 
OOS spacecraft , determination of the appropriate number 
of OOS spacecraft s and optimal semi-major axis and 
inclination of their parking orbits.

Orbital clustering of the OOS clients
When planning the OOS, it is necessary to take 

into account the limited energy possibilities of service 
spacecraft . In this connection, the problem arises of 
rationally splitting up a set of orbits of the OOS clients into 
subsets (clusters) of orbits that are available for utilization 
by a single service spacecraft . Each orbit of the OOS 
clients should belong to only one cluster, and the orbits 
belonging to the cluster should be near in terms of energy 
consumptions for the interorbital transfer between them.

To date, a suffi  ciently large number of cluster analysis 
algorithms have been developed: hierarchical algorithms, 
non-hierarchical iterative algorithms, graph algorithms, 
fuzzy clustering algorithms, algorithms using neural 
networks, and genetic algorithms. To solve the problem of 
clustering orbits of the OOS clients, it was proposed [1] to 
use the k-means clustering algorithm, which belongs to the 
group of non-hierarchical methods of cluster analysis. Th e 
advantages of the k-means algorithm are the simplicity and 
speed of its use, clarity, and transparency of the algorithm. 
Th e disadvantages of the algorithm include the need to 
specify the number of clusters before clustering.

Let us imagine the elements of the set of the OOS 
client’s orbits X  = {x1,x2,…,xn} in the form of their cha-
racteristic vectors. Later, we will fully identify the orbit 
with its characteristic vector, which is a set of orbital 
parameters. It is required to divide this set of orbits into k 
clusters S1,S2,…,Sk. Each orbit should belong to one cluster 
only located at the smallest distance from this orbit. Th e 
distribution of the orbits in clusters must satisfy the 
criterion of optimality, expressed in terms of the distance 
(xi, xj) between any pair of orbits of the considered set. 
When splitting the original set X of orbits of space debris 
fragments into k clusters S1,S2,…, Sk, it is proposed to apply 
an iteration algorithm of k-means that minimizes the sum 
of squares of distances from each point of the cluster to its 
center. Th e advantages of the k-means algorithm are the 
simplicity and speed of its use, clarity and transparency 
of the algorithm. Th e disadvantages of the algorithm 
inclu de the need to specify the number of clusters before 
clustering. As a distance (metric) between the orbits(xi, xj), 
any non-negative real function can be used that is defi ned 
on the set X and satisfi es the following conditions:

(xi, xj) = 0 only when xi = xj,
(xi, xj) = (xj, xi),

(xi, xj) < (xi, xk) + (xk, xj).

When splitting the original set of orbits X into k clusters 
S1,S2,…,Sk, an iterative algorithm k-means is used. It mini-
mizes the sum of distances from each point of the cluster 
to its center.

Th e action of the k-means algorithm comes down to a 
search:

arg min , ,
i

k

iS i x S
x

 

  ( )

where S = {S1, S2, …, Sk}, 
i are cluster centers i = 1,…, k, 
(x, i) are distances between orbit x and cluster centersi.

In the sequel, a variable t is used to indicate the iteration 
step number. At the fi rst step of the algorithm k-means 
execution the initial values of the cluster centers i are 
determined. Arbitrary points of the orbit characteristics 
are chosen as the initial values of the cluster centers. In 
the next step, the orbits are distributed among the clusters.

All orbits are grouped into clusters, the distances to the 
centers of which are minimal

arg min, : , .t
i i j i kk

x X i n x S j x           
Th e next step is to recalculate the centers of the changed 

clusters.
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Th e process of calculating the centers and redistributing 

the orbits continues until one of the conditions is satisfi ed: 
the cluster centers have stabilized, i.e. all orbits belong 
to the cluster to which they belonged before the current 
iteration or the number of iterations is equal to the maxi-
mum number of iterations.

For clustering orbits of the OOS clients, it was propo-
sed [1] to use a non-standard energy metric  — delta-
velocity of interorbital transfer between these orbits. Th e 
introduction of the energy metric made it possible to 
successfully cluster the orbits of space debris.

Dynamics of interorbital fl ight 
of the OOS spacecraft 

On the interorbital fl ight orbit of the i-th OOS spacecraft  
from the parking orbit to the j-th destination orbit, the fl ight 
control of the OOS spacecraft  is performed by the engine 
of low constant thrust at a zero pitch angle due to a change 
in the magnitude and direction of the thrust yaw angle ij. 
Th e yaw control angle changes its sign every half-turn of 
the orbit at values of the latitude argument u equal to /2 
and 3/2  [2]. For short fl ights of OOS spacecraft , mass 
reduction due to fuel outfl ow can usually be neglected. 

Under the assumption of zero eccentricity of the fl ight 
orbit and using the results of [2], we consider the system of 
averaged over the argument of latitude equations (1)—(3) 
of the OOS spacecraft  fl ight from the parking orbit to the 
target orbit. Th is system of equations takes into account 
the infl uence of the second zonal harmonic of the Earth’s 
geopotential.

cos ,
f f

ij ij
i ij

da a
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where f
ija , f

iji , f
ij  are, respectively, the averaged values 

of the semi-major axis, inclination, and LAN of the fl ight 
orbit of the i-th OOS spacecraft  from the parking orbit (ap, 
ip, p

i ) to the j-th destination orbit ( d
ja , d

ji , d
j ), Re — 

the equatorial radius of the Earth,  — the gravitational 
parameter of the Earth, J2 — the coeffi  cient at the second 
zonal harmonic of the Earth’s geopotential.

Equations (1) and (2) have analytical solutions (4) and 
(5), which are given [2].
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Using (4)—(5), we write down the boundary value prob-
lem for determining the controlling yaw angle ij  and the 
time of interorbital fl ight f

ijt  in the form of a system of 
trans  cendental equations.
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           (7)

Th e system of transcendental equations (6)—(7) has an 
analytical solution, which is given in [2].

Determination of waiting time 
for the start of interorbital fl ights

Th e use of the waiting of the OOS spacecraft  on the 
parking orbits allows for eliminating the initial (at the time of 
service start) diff erences in the LAN of the parking orbit and 
the destination orbit due to the diff erent angular velocities 
of nodal precession of these orbits. Th e duration of the wait 
depends signifi cantly on the initial diff erence in the LAN 
of the parking orbits and the destination orbits of the OOS 
spacecraft . If the initial diff erences in the LAN of the parking 
and destination orbits of the OOS spacecraft  are greater 
than the change in the LAN during the fl ight of the OOS 
spacecraft  between these orbits, then the OOS spacecraft  
are waiting for the start of the fl ight. At the moments when 
the diff erences in the LAN of the parking and destination 
orbits of the OOS spacecraft  are equal to the change in the 
diff erence in LAN during the fl ight, the fl ight between the 
parking and destination orbits of the OOS spacecraft  begins.

Let us consider the angles 0
ij , f

ij  and w
ij . Th e 

angle 0
ij  is equal to the initial diff erence of the LAN of 

the parking orbit of the i-th OOS spacecraft  and the j-th 
des tination orbit. Th e angles f

ij  and w
ij , respectively, 

are equal to the changes in the diff erences in the LAN of 
the parking orbit of the i-th OOS spacecraft  and j-th the 
destination orbit during the fl ight time f

ijt from the parking 
orbit to the destination orbit and during the waiting time 

w
ijt  of the OOS spacecraft  in the parking orbit. Th e angle 

0
ij  is measured in the direction of nodal precession of 

the parking and the destination orbits from the orbit with 
a higher angular velocity of nodal precession to an orbit 
with a lower angular velocity of nodal precession. Its value 
depends on the ratio of the values of p

i , d
j  and p, d

j , 
where p

i , d
j  and p, d

j  are, respectively, the LAN and 
the angular velocity of nodal precession of the parking 
orbit of the i-th OOS spacecraft  and the j-th destination 
orbit. Fig.  1 explains the calculation 0

ij  for the case
and .d p d p

j i j       
Formulas for calculation 0

ij  in four possible cases 
are given in [3].

Operational planning of the OOS complex
According to the problem statement, there are m requests 

for the execution of OOS. Requests can be performed by 
n spacecrafts of the OOS complex. m and n are natural 
numbers. To fulfi ll requests for OOS, each spacecraft  of 
the OOS complex must fl y from the parking orbit to the 
destination orbit. Th e waiting time for the i-th spacecraft  of 
the OOS complex to start the fl ight from the parking orbit to 
the destination orbit to serve the j-th OOS client is estimated 
by the matrix .w

ijt  Let’s consider integer variables xij that 
take the value 0 or 1. Assume that xij = 1, if i-th spacecraft  
of the OOS complex is assigned to fulfi ll the j-th request for 
execution of OOS and xij = 0 if i-th spacecraft  of the OOS 
complex is not assigned to fulfi ll the j-th request for execution 
of OOS. In the problem, it is necessary to distribute the 
requests for execution of OOS among the spacecraft  of the 
OOS complex in such a way that the total waiting time for the 
start of fl ights for the execution of all requests for execution 
of OOS is minimal. Taking into account the positive waiting 
times for the start of fl ights by spacecraft  of the OOS complex, 
the minimum total waiting time for the start of fl ights by 
spacecraft  of the OOS complex is equivalent to the minimum 
waiting times for each of the spacecraft  of the OOS complex.

Th e problem of distribution of requests for the execution 
of OOS between spacecraft s of the OOS complex allows a 
mathematical formulation in the form of an integer linear 
programming problem with linear constraints: 

Fig. 1. Scheme for calculation 0
ij
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arg min* ,

ij

n m
w

ij ij ij
i jx

x t x
  

 
Where x*ij is the matrix of the optimal distribution of 

requests for performing OOS between the spacecraft s of 
the OOS complex. Depending on the ratio of values m and 
n, in addition to the condition xij{0, 1}, xij must satisfy 
various systems of linear equalities and inequalities. If 
m < n, then it is assumed that all requests for the imp-
lementation of the OOS must be fulfi lled, and some space-
craft  of the OOS complex may not perform the OOS. Th e 
mathematical formulation of these conditions has the form:
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If m > n, then all spacecraft  of the OOS complex perform 

OOS, and some OOS requests may not be fulfi lled. Th e 
mathematical formulation of these conditions has the form:
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If m = n then all spacecraft s of the OOS complex per-

form OOS and all requests for OOS execution must be 
fulfi lled. Th e mathematical formulation of these con ditions 
has the form:
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To solve the considered problem of integer linear prog-

ramming with linear constraints, the method of bran ches 
and bounds was used [3].

Orbital structure synthesis 
of the OOS complex

Orbital structure synthesis of the OOS complex inclu-
des the determination of the rational number of the OOS 
complex spacecraft s and the parameters of their parking 
orbits. According to the conditions of the problem, for 
the OOS complex spacecraft s parking orbits are known 

p
i  (Ɐ i {1,2,…,n}). For the OOS complex spacecraft s 

destination orbits are known ,d
ja  ,d

ji  d
j  (Ɐ  j {1,2,…,m}). 

It is necessary to fi nd the optimal values of the semi-major 
axis p

opta  and the inclination p
opti  of the OOS complex 

spacecraft s parking orbits. Th e parameters ap and ip must 
satisfy the following constraints: min max

p p pa a a   and 
min max .p p pi i i   In constraints max ,pa  max

pi  and min ,pa  min ,pi  
respectively, are the maximum and minimum allowable 
values of the semi-major axis and the inclination of the 
OOS complex spacecraft s parking orbits. Th e average 
duration of the maneuver waiting for the start of the fl ights 

w
midt  and the average fuel consumption mmid for the fl ights 

were taken as optimality criteria.

Th e problem of determining the optimal parameters 
(aбаз

opt, і
баз
opt) of the OOS complex spacecraft s parking orbits 

allows a mathematical formulation in the form of a be-
objective optimization problem:

argmin
,

, , , , ,
p p

p p w p p p p
opt opt mid mid

a i

a i t a i m a i
 

        

where the set of allowed values  is formulated by the 
follo  wing system of constraints 

min max

min max

,
.

p p p

p p p

a a a
i i i

 

 

Th is problem consists of fi nding a vector of target variables
,p p

opt opta i   satisfying the constraint and optimizing the 
vector objective function , , , ,w p p p p

mid midt a i m a i       
the elements of which ,w p p

midt a i   and mmid (a p, i p) are 
calculated according to the following formulas:

min*
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Th e objective functions ,w p p

midt a i   and mmid(ap, ip) 
mutually in confl ict with each other, because as the dif-
ference between a p and d

ja  of the OOS complex space-
craft s increase, then w

midt  decreases and mmid increases. 
For this bi-objective optimization problem, there is no 
single solution that would simultaneously optimize both 
objective functions. Th erefore, the Pareto principle was 
used for optimization. Th e Pareto principle does not 
single out a single solution; it only narrows the set of 
possible alternatives to a representative set of Pareto-
optimal solutions (Pareto fronts). For solutions belonging 
to the Pareto front, none of the objective functions can 
be improved in value without worsening the other. Th e 
Pareto-optimal solution ,p p

opt opta i   must be chosen by the 
decision maker only from the Pareto front P, ,p p

opt opta i P  .
In [3], the computer approximation of the Pareto 

front is carried out using the genetic algorithm of global 
optimization. At each optimization step, the distribution 
problem was solved and the matrix x*ij of the optimal 
distribution of requests for the execution of OOS between 
OOS complex spacecraft s was determined. Th e advantage of 
the genetic algorithm is that it generates a set of solutions that 
allow you to calculate an approximation of the whole Pareto 
front. In addition, it does not depend on the type of objective 
functions, the defi nition area, and the types of optimi zation 
variables do not require the setting of ini tial approxima tion 
and have a large number of control parameters.

Th e article [3] presents computational results of a Pareto 
optimization example, which are visualized as plots of 
Pareto fronts (compromise curves). Th e compromise curves 
provide complete information on how the improvement 
of one objective function is related to the deterioration of 
another when moving along the compromise curve. Th e 
decision maker can take this information into account 
when determining the Pareto-optimal objective point.
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Th e analysis of the performed calculations showed that 
an increasing the number of of OOS complex spacecraft s 
usually leads to a decrease in the average waiting time 
for the start of the interorbital fl ights by spacecraft s of 
the OOS complex. To determine the required number of 
OOS complex spacecraft s, the problem of determining 
the optimal parameters of the OOS complex spacecraft s 
parking orbits is solved for a diff erent number of 
spacecraft s in the OOS complex. Using the obtained plots 
of the Pareto fronts, the decision maker determines the 
required number of the OOS complex spacecraft s.

Conclusions
In the paper, the orbital structure of the low-orbit 

comp lex OOS in near-Earth orbits with a small eccentri-
city is proposed. Th e peculiarity of the proposed orbital 

structure is the placement of the OOS complex spacecraft s 
on the orbits with a small eccentricity, and the same nodal 
precession speed. Th e planes of the parking orbits of the 
spacecraft  of the OOS complex are evenly distributed 
by the LAN. Th e nodal precession speeds of the OOS 
spacecraft  orbits and the orbits of the OOS clients diff er 
signifi cantly due to the diff erence in the major semiaxes 
of their orbits. For OOS spacecraft s, the technique for 
optimal synthesis of the orbital structure and optimal 
operational planning of the low-orbit OOS space complex 
in orbits with low eccentricity has been developed. Several 
ballistic and optimization problems that arose during 
the development of the technique were formulated and 
solved. Methods for solving the problems are the averaging 
method, the branch-and-bound method, and the multi-
objective optimization method.
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CONCEPTUAL DESIGN 
OF THE SPACE INDUSTRIAL PLATFORM 

A. Alpatov, O. Palii
Th e Institute of technical mechanics of Th e National Academy of Sciences of Ukraine 

and of Th e State Space Agency of Ukraine 

Mankind is facing the need to solve the problems of 
global warming and shortage of Earth’s resources. One 
of the constituent ways of solving these problems is the 
step-by-step industrialization of space, which results in 
the transfer of high-energy production to space. Space 
industrial platforms are the technological basis for the 
transfer of certain types of industrial production [1]. Of 
particular interest is the production of unique materials 
and substances with characteristics that can be achieved 
in weightlessness and vacuum conditions. In some cases, 
exposure to harsh radioactive radiation may also be 
necessary. Th us, a whole direction in the fi eld of space 
technology development has emerged, related to the 
design of specialized space platforms, oriented to ensure 
the production of unique materials and products requiring 
open space conditions.

Th e state of the art in the development of the key 
component modules of an orbital industrial platform is 
analyzed, and it is concluded that space conditions make 
it possible to produce new materials and substances whose 
characteristics are improved in comparison with their earth 
counterparts [2]. Th e most interest in the development of 
production processes in vacuum and zero gravity conditions 
is shown by the USA, Russia, and the EU countries. It is 
shown that at the initial stage of development of orbital 
industrial platforms raw materials for the production of 
unique materials can be supplied from the Earth. With 
further technological development, it will be possible to 
use space resources. Orbital industrial platforms are a new 
class of engineering systems. To develop a mathematical 
model of an orbital platform and components thereof, its 
functional diagram with the key functional links between 
the platform components is presented. Th e problem of 
orbital industrial platform development is complex, and 
thus it has a wide range of diff erent aspects of its solution.

To generate the initial data for calculating the design 
parameters of the platform, it is necessary to combine the 
characteristics of technological processes in an appropriate 
manner [3]. To achieve this goal, it is proposed to cluster 
the characteristics of technological processes and their 
sub sequent classifi cation based on relevant criteria. Th e 
clustering criterion was chosen as “conditions of physical 
implementation of the technological process”. Th e following 
criteria are proposed for further classifi cation: “type of 
aggregate state of raw materials”; “method of crystallization”; 

“temperature fi eld mobility in the directed crystallization 
chamber”; “type of process of precipitation of raw materials 
from steam”; “type of epitaxy”; “form of fi nal space metallurgy 
products”; ‘method of pore formation in the melt”. An 
analysis of the technological processes implemented in outer 
space is carried out, and a set of their parameters is formed, 
which must be ensured on the space industrial platform. 
Using the classifi er, the functional diagrams of various 
technological processes that can be implemented in near 
space are analyzed. Functional diagrams contain main and 
auxiliary modules depending on the type of technological 
process. Th e relationship between the technological and 
basic modules of the industrial platform is shown. Th e cargo 
fl ow, communication and control channels, power supply, 
thermal conditions of the platform, ventilation and vacuum 
are defi ned and shown in the form of a diagram.

In general, the industrial platform is equipped with main 
and auxiliary modules [4]. Th e main modules include: a hull 
with a supporting structure, a control module, an energy 
complex, a thermal management module, an orientation 
and stabilization module, an onboard trans port system, 
an industrial module, receiving and shipping docks, and 
a fi nished product storage module. Th e industrial module 
houses the basic equipment for the implementation of 
technological processes. Th e set of auxiliary modules 
is determined by the type of production. In general, the 
auxiliary modules are characterized by the following list: raw 
material storage module, raw material primary processing 
module, raw material supply module to process equipment, 
module for storing and supplying auxiliary substances 
(water, gas, solution) to process equipment, auxiliary sub-
stance preparation module, heat removal module from 
equipment to the platform’s thermal control system, gas 
removal module from equipment to the platform’s ven ti-
lation and gas removal system.

Th e industrial platform has a number of features, na-
mely [5]:

 signifi cant weight and dimensions of the structure; 
 modular construction principle;
 maintainability;
 use of standardized structural elements, such as unifi ed 

electrical connectors, attachment points and fi xing elements 
for equipment, etc; 

 availability of specialized docks that include systems 
for guidance, docking and fi xing the service spacecraft ;



155

 availability of the necessary interface for servicing by 
service space systems.

Th e design scheme of the space industrial platform 
(SIP) signifi cantly depends on the requirements of the 
technological processes implemented on it: Th e formation 
of the SIP design depends largely on a number of criteria 
arising from the functional features of the platform. Th ese 
are the following criteria [5]: modularity of the structure, 
type of shell frame, method of shell formation, type of 
sealing, availability and needs of a special gas environment, 
availability of special process compartments, type of orien-
tation and stabilization, type of power system, type of thermal 
control, availability of microclimate, type of preliminary 
preparation of raw materials and its components. Using 
these criteria, a classifi cation of the functional features of 
the SIP shell is proposed, the structure of which is shown 
in Fig. 1 [5].

Optimization problems of industrial platform para-
meters were formulated. Th e stages of optimization are as 

follows: analysis of technological processes implemented 
on the SIP; formation of clusters of design parameters 
that need to be optimized; construction of a matrix of cor-
respondence of parameters of SIP modules to the para-
meters of technological processes; determination of optimal 
vectors of parameters of platform modules [5].

A weight model of the industrial platform and its mo-
dules was developed, during the development of which 
the platform and its components were decomposed to 
the level of system elements [6]. A statistical analysis of 
the mass fractions of on-board systems of spacecraft  was 
carried out. Th e average indicators of mass fractions from 
the researched sample of spacecraft s and their corres-
ponding dispersion indica-tors (dispersion, mean square 
deviation) were determined. Confi dence intervals with a 
confi dence prob-ability of 99.9 percent were determined 
for the averages and variances. Further studies on the 
design of space industrial platforms are planned to be 
carried out taking into account the determined mass 

Fig. 1. Structure of classifi cation of functional features of SIP
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fractions of satellite systems, taking into account the 
appropriate confi dence intervals, namely the minimum 
and maximum possible masses for one or another system.

An analysis of the confi gurations of existing orbital 
stations as a prototype of space industrial platforms was 
carried out, and the ranges of the main parameters of 

Fig. 2. Functional diagram of the process of obtaining raw materials from space debris at the space industrial platform: 1 — cargo fl ow; 
2 — communication and control channel; 3 — energy supply channel; 4 — thermal control channel; 5 — ventilation and vacuum 

system channel; CM — control module; OSCM — on-board systems control module; PPCM — production process control module; 
OEM — on-board energy module; DEM — distributed energy module; TMM — thermal management module; ACSM — attitude 
control and stabilization module; OTS — on-board transportation system; OM — on-board manipulators; RD — receiving docks; 

SD — shipping docks; IM — SDF identifi cation module; FSM — SDF fragmentation and sorting module; RSM — raw material 
storage module; PPM — primary processing module; SPM — secondary processing module; PM — production module; 

FPSM — fi nished product storage module

Fig. 3. Scheme of SDF processing into raw material: 
1 — space debris fragments; 2 — service spacecraft ; 

3 — space industrial platform
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their modules were determined [7]. A set of parameters 
of technological processes in vacuum and zero gravity 
conditions that can be implemented on a space industrial 
platform has been formed. Th e relationship between 
technological and basic modules of the industrial platform 
is shown. Th e structure of a complex mathematical model 
of the space industrial platform functioning is developed. 
For successful work at the conceptual design stage, a 
general statement of the problem of optimizing the mass of 
the space industrial platform is formulated. Th e minimum 
mass and dimensions of the space platform obtained as a 
result of the optimization are used in the future to refi ne 
the optimal parameters of the platform and, therefore, 
aff ect the formation of conditions for the implementation 
of the technological process. Th e algorithm of the sequence 
of operations for solving the problem of optimal design of 
a space industrial platform is shown in general.

To implement energy-intensive technological processes 
on an industrial platform, it is proposed to use a distributed 
energy system [8]. Mathematical models for the analysis of 
orbital, angular and relative motion of power spacecraft  and 
receiver spacecraft  was developed. Algorithms for calculating 
the parameters of the orientation and stabilization system of 
powered space vehicles are proposed. A generalized model 
for determining the maximum distance and the length of 
the time interval for the transmission of electricity from the 
power spacecraft  to the platform using microwave radiation 
has been developed. Th e developed model allows for the 

selection of design parameters of energy space vehicles 
at the stage of conceptual design of power systems of the 
space industrial platform.

A new paradigm for solving the problem of space debris 
growth in Earth orbits is proposed. Within the framework 
of this paradigm, a method of processing space debris 
fragments (SDF) into raw materials for further use is 
proposed [9]. Th e method is implemented as follows: aft er 
capture, the SDF is placed on a specialized slipway for 
fi xation and transportation; using the onboard propulsion 
system of the service spacecraft  (SSC), an orbital ma-
neuver is performed to approach the SDF; aft er the SSC 
and SDF dock, the SDF is placed on a slipway located in 
the receiving docks, where its primary fragmentation is 
carried out, using a remote-controlled manipulator. Next, 
the SDFs are moved to the appropriate primary processing 
modules, where the SDFs are identifi ed, sorted, and 
further fragmented to the specifi ed dimensions, and then 
the latter are moved to the secondary processing module, 
where they are processed. At the initial stage, man-made 
space debris from low Earth orbits can be used. Later, frag-
ments of natural space debris (asteroids, comets) can be 
used as raw materials for the industrial platform.

Th e functional diagram of the process of obtaining raw 
materials from space debris at the space industrial plat-
form is shown in Fig. 2.

To implement this process, a three-dimensional model 
of the SIP was developed, as shown in Fig. 3.
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ON-BOARD NAVIGATION, ATTITUDE DETERMINATION 
AND CONTROL SYSTEMS FOR MICRO- 

AND NANO-SATELITES 
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Actuality. Demand for the use of micro and nano 
satellites is growing in Ukraine and around the world. In the 
next 3 years, the number of CubeSat launches is expected 
to 600—800 per year. Aft er 2027, this fi gure is expected 
to exceed 1,000. Th e cost of manufacturing, launching 
and ground support of one ordinary specialized satellite 
weighing several hundred kilograms is $300—700 million, 
while CubeSat projects are valued at $100,000—300,000. 
Global and local needs of humanity have necessitated and 
confi rmed the feasibility of developing the young segment 
of space technology, which consists of micro- and nano-
satellites (MNS). Th e possibility of miniaturizing the 
spacecraft s to the “nano” size for a wide tasks range 
created the prerequisites for the construction of satellites 
in universities and became an attractive factor for the 
mass young people participation.

For many applications of micro- and nano- satellites 
(research of near-Earth space, stratosphere, synthesis of 
new materials, biological experiments, etc.), it is suffi  cient 
to determine their position in space. Successes in the 
miniaturization of optical-electronic and radio equipment 
have created technical opportunities for expanding the 
using scope of micro- and nano- satellites (MNS) to the 
tasks such as Earth remote sensing (ERS), observations of 
Earth’s surface and climate, space debris collection. Th ese 
applications require, in addition to position location, also 
the spacecraft s attitude determination and control.

Such systems as separate ready-made modules (such as 
autopilots for atmospheric unmanned aerial vehicles) in 
a combination of hardware and soft ware for the MNS are 
not widespread enough on the market today. As a rule, the 
developers of the MNS create their own attitude deter mi-
nation and control system (ADCS) for each spacecraft . Th e 
need for a unifi ed fl ight controller for the MNS, which can 
be adjusted to the satellite being created, is becoming urgent.

Development results (Th e work was carried out 
according to the state order)

1. For the fi rst time in Ukraine, an integrated Naviga tion, 
Attitude Determination and Control System (NADCS) was 
developed for low-orbit satellites as part of an electronic 
module as a unit of on-board equipment and a set of 
soft ware work algorithms modules. Its main advantage 

over analogues is its versatility, which includes the ability 
to automatically take satellite parameters into account and 
the ability to set the composition of sensors, actuators 
and operating modes selected by the manufacturer of the 
MNS. Th is makes it possible to build the small satellites 
control systems for various purposes, including for Earth 
remote sensing, using on board the proposed NADCS 
development as a basic. 

A package of programmed work algorithms allows to 
control the satellite rotational movement in all typical 
modes of its operation: detumbling angular rates aft er de-
ployment stage or an emergency situation; turning in the 
given direction; pointing working axis to the Earth for the 
operation of the payload; building an Sun-oriented mode 
for effi  cient operation of solar panels; angular stabilization 
both in the illuminated part of the orbit and in the shadow; 
work in sun-synchronous orbit.

Th e developed algorithms and soft ware can use infor-
mation from a group of sensors (inertial, magnetic, optical, 
micromechanical, solar) and provide control of variable 
actuators (electromagnetic coils or electric reaction 
wheels), which are built on diff erent physical principles, 
and are functioning in conditions of uncertainty external 
infl uences and limited information accuracy.

Operating algorithms have been prepared for typical 
abnormal situations based on complexing methods with 
strapdown inertial attitude system algorithms, which ensure 
the operation of NADCS in the event of magnetometer or 
solar sensor failures, solar sensor shading, satellite entering 
in the Earth’s shadow, reference vectors collinearity, etc. 
using GPS receiver information.

Algorithms for adjusting the control system have been 
developed depending on the composition of sensors and 
actuators and the technical characteristics of the MNS.

2. Th e design documentation of the prototype of the 
NADCS electronic module as a unit of the onboard equip-
ment of the MNS has been developed.

3. A pilot sample of the onboard NADCS module of the 
MNS was produced (Fig. 1).

4. For the fi rst time in Ukraine, an experimental sample 
of a mini reaction wheel was developed for the MNS control 
with technical characteristics and operation accuracy that 
correspond to world standards. Th e design documen tation 
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for the experimental sample of the reaction wheel was 
developed (Fig. 2).

5. Conducted ground tests (Fig. 3—5) and tests on the 
platform of the micro-satellite of the PolyITAN series 
of KPI named aft er I. Sikorskyi (Fig.  6) of the onboard 
NADCS module and the mini reaction wheel expe ri men-
tal sample confi rmed the compliance of their technical 
characteristics with the specifi ed requirements.

Scientifi c-technical level and development novelty 
1. Integrated NADCS for micro- and nano- satellites 

was developed and created for the fi rst time in Ukraine. 
Its main advantage over global analogues is its versatility 
based on a unique set of algorithms, the ability to 
automatically take satellite parameters into account, as well 
as the possibility of own adjustments to the composition 
of sensors, actuators and operating modes selected by the 
MNS manufacturer [1, 2].

2. Th e NADCS work algorithms implement a complex 
attitude determination system of the MNS, which is 
based on the generalization and development of modern 
methods of processing the array of spacecraft  orientation 
vectors and includes the use of onboard magnetometers, 
solar sensors, angular rate sensors and GPS receiver [3]. 
Th e attitude determination accuracy is achieved using 
specially developed signal fi ltering methods [4, 5].

3. Th e algorithms of the on-board NADCS are imple-
mented in the form of soft ware on a modern microcontroller 
STM32F series. Th e test results confi rmed the effi  ciency of 
the developed algorithms and the electronic module, as 
well as the compliance of the NADCS with its specifi ed 
technical characteristics (Table 1).

4. Th e NADCS electronic module is built on the prin-
ciples of a fl exible distributed computing architecture, 
which allows for the creation of a wide range of low-
orbit satellites control systems, which diff er in terms of 

Fig. 1. NADCS pilot sample as part of the micro satellite 
PolyITAN series engineering model

Fig. 2. Mini reaction wheel as part of the PolyITAN micro satellite

Fig. 3. Testing the reaction wheel on a vibrating stand

Table  1
NADCS main technical data 

Parameter Unit of 
measurement

Numerical 
value

Mass kg <0,3
Accuracy orientation angles measu-
re ment (depending on the selected 
sensors) degree 0,06…5,0
Angular rate control degree /s 1,0
Operating temperature range °С –20...+45
Interface RS485
Supply voltage V 12 (5)
Power consumption W 0,5...1,0
System dynamic errors by the 
attitude angles and angular rates:
– under reaction wheel control
– under electromagnetic coils control

deg / deg/s
deg / deg/s

<0,5/<0,01
<5,0/<0,3
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characteristics and purpose, including ERS; the selected set 
of adjacent on-board equipment of the spacecraft  (sen sors 
and actuators) allows to optimize the cost of components 

with the minimum necessary redundancy of functions. 
Th e eff ectiveness of the interaction of the electronic modu-
le with the developed experimental reaction wheel sample 
was confi rmed by full-scale tests on a laboratory stand 
with a string suspension (Fig. 6).

5. Th e mini reaction wheel (RW) experimental sample 
as the NADCS actuator for the MNS has technical cha rac-
teristics and operation accuracy that correspond to modern 
foreign samples, which is confi rmed by autonomous tests 
(Table 2). Th e RW advantage is the open design with the 
possibility of working in two environments (ground and 
space), which reduces its weight and cost. Th e novelty RW 
design is confi rmed by the patent [6], and its production 
will allow Ukraine to become a full-fl edged participant in 
the market of on-board equipment for the MNS.

Conclusions
1. Th e developed and tested package of algorithms for 

the navigation, attitude determination and control system 
provide automatic consideration of satellite parameters 
and the possibility of settings for the composition of on-
board sensors, actuators and operating modes selected by 
the manufacturer of the low-orbit MNS.

2. Developed and generalized modern methods of the 
spacecraft s attitude determination using magnetometers, 
solar sensors, angular velocity sensors, and a GPS receiver 
combined with an increase in the attitude determination 
accuracy by new methods of signal fi ltering.

3. An experimental sample of a mini reaction wheel 
as an actuator of the NADCS of the MNS has technical 
characteristics and operation accuracy that correspond to 
world samples. Th e advantage of RW is an open design 
with the possibility of working in two environments (ground 
and space), which reduces its weight and cost. 

4. Th e development of the navigation, attitude determi -
nation and control system of micro and nano satellites 
with own mini reaction wheel was carried out at a modern 
scientifi c and technical level, which corresponds to the world, 
which is confi rmed by scientifi c publications and patents.

Fig. 4. Testing of the reaction wheel in a thermal chamber 

Fig. 5. Checking the reaction wheel parameters 

Fig. 6. Testing the NADCS and reaction wheel on a string stand

Table  2
Main technical data of experimental model 

mini reaction wheel (RW)

Parameter
Unit of 

measurement 
Numerical 

value

Supply voltage V 8
Angular momentum, max N·m·s 0,22
Control torque, max N·m 0,004
Initial starting torque mN · m 0,015
Maximum control torque error mN · m 0,01
Power consumption W <9
Dimensions mm Ø95  30
Mass kg <0,3
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Introduction
Th e solid-liquid interface stability during directional 

solidifi cation is of considerable fundamental and prac-
ti cal interest as one of the basic problems of solidi-
fi cation physics [1—3]. Th is interest is related to the 
depen dence of the crystalline material properties on the 
morphological fea tures of the crystallization front, as well 
as to the development of external action technologies on 
crystallizing melts. Th e problem of interface stability is of 
primary important in the development of new methods of 
space material sciences [4, 5].

An adequate physical description of directional soli-
difi cation requires a coherent solution of three interrelated 
problems: three-dimensional hydrodynamic problem, heat 
and mass transfer and two-dimensional morphological 
stability one [2]. In general terms, meeting the conditions of 
these three tasks together is a major challenge, so substantial 
simplifi cations are introduced when considering real 
crystallization [1, 3, 6].

It is known that taking into account real crystallization 
factors can change the stability areas identifi ed in the theory 

[6]. For example, various eff ects of melt fl ow on interface 
stability have been theoretically and experimentally de-
tected: stimulation and suppression of perturbations by 
melt fl ow, coupled convective-morphological instability, 
traveling waves etc. [7—13]. Th e analysis of the interface 
stability in the conditions of lateral melt fl ow has 
demonstrated a complicated pattern of alternation of 
stability areas, which is substantially dependent on the 
fl ow rate [13]. It should be noted, however, that the above 
mentioned works (including the linear model [6] as well 
as the model [13]) have certain limitations, as they ignore 
the eff ect of density change during crystallization and the 
resulting melt fl ow as well as the eff ect of heat transfer 
through the solid phase. Th e above—mentioned factors 
are usually neglected because of their small eff ect in 
comparison with the main factor in action — constitutional 
melt supercooling. However, without proper analysis, this 
simplifi cation does not appear to be physically justifi ed. 
For example, a number of works on dendritic growth 
theory, eutectic crystallization, and crystal growth kinetics 
have shown the signifi cant role of density change during 
crystallization [14—18]. Note that under microgravity 
conditions, when there is no gravitational convection, this 
eff ect is inevitable. It seems that the study of its relative 
contribution is extremely interesting precisely for the 
problems of space material sciences.

Th is paper is dedicated to the description a pheno-
menological theory of stability, in which it is possible to 
compare above mention acting physical factors during 
directional crystallization in a two-component system. 
Th e study of the morphological stability is carried out 
using the phenomenological approach in the framework of 
continuum mechanics in planar geometry. Furthermore, 
the boundary value problem of directional solidifi cation 
under stationary conditions is solved, and then the 
eigenvalues of the boundary value problem, formulated for 
infi nitely small perturbations of the stationary process, are 
determined. Th is approach allows to study morphological 
stability for perturbations with any wave number k > 0. 

Th e details of the mathematical formulation of the 
problem and the basic equations are presented in the article 
[19]. Th is review presents the main results of the analysis 
of the relevant models and the main conclusions of interest 
to the problem of directed crystallization in microgravity.

Fig. 1. Scheme of the directional solidifi cation process: 
1 — ampoule containing a binary melt; 2 — device consisting 

of heater and cooler; l — heater temperature; s — cooler 
temperature; S — interface position; lt — distance of the 

interface from the cooler; VSO — velocity vector of the ampoule 
relative to heater / cooler device
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Problem statement; 
hierarchy of considered models

Two-dimensional scheme of a stationary directional 
solidifi cation of a binary melt is considered, as shown in 
Fig. 1: positive direction of the coordinate axes: Y — from 
the reader, X — to the right. 

A binary melt is located in the upper half-plane (Z > 0), 
and a solid phase is in the lower one (Z  < [0, ]. Th e 
crystallization front lies in the plane X, Y (Z = 0) at Ɐt 
 [0, ]. Th e laboratory coordinate system (X', Y', Z') 
is connected to the ampoule and moves in the positive 
direction of the Z’ axis with the interface velocity (soli-
difi cation rate) w. Coordinate transformations are deter-
mi ned by the following ratios:

x = x', y = y', z = z' – wt.
To study the stability of the phase boundary, one con-

siders the infi nitesimal perturbation of stationary variables 
in the system of equations (A1.1)—(A1.13) [18] 

Th e simplest mathematical model of directional soli-
difi cation includes diff erential equations of heat transfer in 
the liquid phase, transfer of impurity in the liquid phase, 
boundary conditions and a condition for impurity fl ow 
continuity when crossing the phase boundary. Th is model 
is close to that considered by Mullins and Sekerka [6]. 

In the next, more complex mathematical model con-
siders the heat transfer in solid phase, equation. Th is will 
satisfy the condition of conservation of perturbed energy 
fl ux density. Compared to the previous model, the energy 
exchange at the phase boundary is considered, which 
includes the latent melting heat Λ. As a result, model #2 

increased the order of the obtained dispersion equation, 
n = 3. 

Finally, one considers an even more complex model #3 
which, in addition to the physical factors included in the 
models #1and #2 takes into account mass transfer in the 
liquid phase with the boundary conditions. In this model, 
the condition of «fl owing» across the phase boundary is 
critical. In the case of  > 1 (for example, for a system of 
succinonitrile-acetone  = 1,028) a strong interaction occurs 
between the dynamic behavior of the liquid phase and 
the dynamic behavior of the interface. In other words, the 
boundary condition singularly perturbs the dynamic system, 
even when the relative density  is little diff erent from one.

Th en, sequentially executing all the operations as in the 
models considered above, one obtains a variance equation 
of order nine
 .j

j
j

Q







  
                               

(1)

Th e coeffi  cients Qi, i {0,1,...,9} of the dispersion equa-
tion (1), due to their bulkiness, are not explicitly repre-
sented here. Th e variance equation (1) describes model #3.

Results of Numerical Calculations
Numerical studies have been carried out for the pro cess 

of directional solidifi cation of succinonitrile  — ace tone 
binary system (SCN-Ac). Th e main characteristic para-
meters of the process are as follows: acetone concentration 
at an infi nite distance from the interface c0 = 0.2 mol.%, 
characteristic solidifi cation rate W0 = 10–6 m/s, charac te -
ristic temperature diff erence Θ0 = 0.259 °K (chosen such 
that the dimensionless latent heat of solidifi cation is Λ ~ 1. 

Fig. 2. Spectral characteristics of the increment m,i(k), i ∈{1,…, 3} obtained as a result of solving the second-order dispersion 
equation: a —  = 0.1291, b —  = 1.0, c —  = 1.5. Curve 1 corresponds to the solidifi cation rate w = 0.01; 2 — w = 1.0; 

3 — w = 100. Scale: a, curve 1 — m,1(k) ∙ 10, 2 — m,3(k); 3 — m,3(k) ∙ 10–2; b, curve 1 — m,1(k)∙2; 2 — m,2(k) ∙ 2; 
3 — m,3(k) ∙ 0.5; c — all curves scaled one to one
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Th e roots Ωj of the dispersion equations (1), were computed 
by the Laguerre method [19]. Note that these roots are the 
natural numbers of the considered boundary problem and 
are related to the eigenfrequencies ωj by the ratio

, ,j
j

wi k j n
  


  
     
   

             (2)

where n is the order of the corresponding dispersion 
equation.

Model #1
Figure 2 shows the results of the spectral charac te-

rization of generalized increment m(k). Th ree values of 
parameter  ((20)—(22)) ∈  {0.1291;  1.0;  1.5} and three 
values of solidifi cation rate w  ∈  {0.01;  1.0;  100.0} were 
used. Th e fi gure shows that in the vicinity of the k ~ 10–6 
wavenumbers there is an area of stability (m(k)  <  0), 
which expands as the solidifi cation rate w increases for 
all  < 1 values (Fig. 2, a, b). At  ≥ 1 as the velocity of 
w increases, the area of stability in the vicinity of small 
values of k disappears (Fig. 2, c, curve 3). In other words, 
there is instability relative to the long wave perturbations, 
whereas stability area occurs under large k values. Th en, 

as w increase, this area of stability expands and its borders 
move towards large values of k (short waves). 

Model #2
Th e results of computing the spectral characteristics of 

the imaginary part of the roots of the dispersion equation 
(1) on a set of parameter values {, w}, make it possible 
to compute the spectral characteristic of the generalized 
increment m(k). Calculations show that the spectral cha-
racteristic m(k), at some k = km assumes a minimum value 
of m(km). Th is value as well as km wavenumbers is strongly 
dependent on the parameter  and the solidifi cation rate w. 

Model #3
Model #3 assessed the impact of the density change 

and latent heat of solidifi cation, along with the eff ect of 
concentration supercooling on interface stability. Th e 
results are shown in Fig. 3, 4. Figure 3 demonstrate that the 
spectral characteristics of generalized increments m, i(k), 
i ∈ {1,..., 3} have a minimum which, with the increase of 
parameters w and  shift s towards the higher values of 
the wave numbers km. At the same time for k > km, there 
is a monotone increasing of m, i(k), i ∈ {1,..., 3} at k → . 

Fig. 3. Spectral characteristics of the generalized increment m, i(k), i ∈{1,…, 3} obtained as a result of solving the ninth-order 
dispersion equation. Fig. a1, a2 —  = 0.1291; b1, b2 —  = 1.0, c1, c2 —  = 1.5. Curve 1 corresponds to solidifi cation rate w = 0.01, 

2 — w = 1.0, 3 — w = 100. Scale: a1 curve 2 — m, 2(k) ∙ 1.1; 3 — m, 3(k) ∙ 5 ∙ 10–4; a2 curves 2 and 3 — m, i(k) ∙ 1.1 for і = 2, 3; b1 
curve 3 — m, 3(k) ∙ 2 ∙ 10–4; c1 curve 3 — m, 3(k) ∙ 2 ∙ 10–4; c2 curve 1 — m, 1(k) ∙ 1.1

Fig. 4. Dependences of the increment m, i(w, k), and wave numbers km, i(w) corresponding to the minimum of the increment, 
on the solidifi cation rate. Curves 1, 2, 3 correspond to  ∈ {0.1291; 1.0; 1.5},,respectively: a — dependence of the increment 
m, i(w; k0), i ∈ {1,…, 3}, k0 ~ 10–6 ; b — dependence of minimum values of the increment m, i(w; k𝛿m, i(w)), i ∈{1,…, 3}; 

c — dependence of the wave numbers km, i(w), i ∈{1,…, 3}
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As the solidifi cation rate w increases, the increasing rate 
of increment decreases m(k), k  →  (Fig. 3, c). Figure 4 
represents the dependencies on w the increments m, i(w; k0), 
k0 ~ 10–6 (Fig. 4, a), minimum increments m, i(w; km, i(w)) 
(fragment b) and wave numbers km, i(w) corresponding to 
the minimum spectral characteristics of the increments for 
the three values  (Fig. 4, c). It can be seen from the fi gure 
that with the increasing of w the increment, at a given very 
small wavelength number k = k0 monotonically grows and 
does not depend on the parameter . 

Discussion 
Th e phenomenological approach developed in this 

paper allows to study the relative contribution of various 
physical eff ects to the loss of stability of a planar solid-
liquid interface in microgravity. It is known that the 
most approaches to this problem ignore such factors 
as the removal of latent melting heat through solid and 
density change during crystallization. Th e description 
of the latter factor allows to clarify the role of melt fl ow 
in the formation of interface morphology. Th e eff ect of 
melt fl ow caused by convection or forced stirring has 
been investigated in many studies (see references in [13]. 
For example, the work [9] shows that the fl ow can both 
suppress and stimulate the development of distortions on 
the interface. Th e analysis in [13] showed that the fl uid fl ow 
tangent to the interface signifi cantly reduces the areas of 
stability. Present paper examines the fl ux eff ects associated 
with a density change. Th is eff ect is irreducible because 
it is related to the internal properties of the substance. 
It is interesting to compare this eff ect with others that 
determine the loss of stability conditions at the interface 
during directional crystallization in microgravity. 

In order to solve the problem, the phenomenological 
theory of continuous media [19, 20] considers the hierarchy 
of three mathematical models of diff erent complexity const -
ructed in an infi nite region of fl at geometry. Further more, the 
stability of the phase boundary during the sta tio nary process 
of directional solidifi cation was solved numerically. Stability 
conditions are investigated by intro ducing infi nitely small 
perturbations followed by the determination of the gene-
ralized spectral characteristic (increment) m(k,  w), the 
sign of which defi nes areas of stability or instability. Th at 
is, the approach is basically the same as in the theory of 
Mullins and Sekerka [6]. However, a substantial diff erence 
is the way of calculation the value of the temperature 
gradient at the interface. Th eory [6] assume the special 
temperature conditions on the heater and cooler that are 
necessary to form a stationary temperature gradient at 
the interface. In the presented model, it is assumed that 
the temperature of the heater and cooler at infi nity have 
constant values l and s. Th e temperature gradient at the 
crystallization front is described by two dimensionless 
pa rameters  and τ, whose values are uniquely related 
to l and s, which automatically fulfi ll the stationary 
condition. In other words, the study of the stability of the 

crystallization front using  and  is guaranteed for the 
stationary process. 

For ease of comparison of the results of all three models, 
the calculations were performed using a set of parameter 
values {, w} common to the models in question. Model #3 
provides for the most complete consideration of factors 
controlling the real solidifi cation process. In this case, the 
decisive role of the density change in comparison with 
other factors has been demonstrated, as well as the absence 
of the area of stable interface morphology. At the same 
time, it is interesting not only this end result, but also the 
evolution of the morphological features of the interface, 
taking into account diff erent approximations. Note also 
that the present approach gives not only the confi guration 
of the areas of stable interface morphology, but also 
allows to estimate the relative rates of the development of 
distortions of diff erent wavelengths.

A comparison of the various approximations makes it 
possible to analyze the summary of results. Model #1 takes 
into account the transport of heat and impurity in a liquid 
phase, continuity equations for impurity fl ux crossing the 
phase boundary, and boundary conditions corresponding 
to the Mullins and Sekerka model. Th e calculated con fi -
gurations of the stability areas demonstrate their alter-
nation with the areas of instability in a wide range of 
solidifi cation parameters. For low k values the model #1 
gives an area of stability that is missing when considering 
models #2 and #3. Th ere is a parameter range where this 
model gives a picture similar to that considered in Mallins 
and Secerkа theory. On Fig. 2, b one can see the emergence 
of a stability area at mean k values for some growth rate. 
In this case, numerical values have the same order of 
magnitude, with estimates made on the basis of the theory 
[6] for the system of succinonitrile-acetone. 

Additional consideration of latent melting heat in 
model #2 and mass transfer eff ect due to density change in 
model #3 (in addition to model #1) results in signifi cant 
reconfi guration of the stability areas. In particular, model #2 
gives a weak instability, which increases rapidly with w 
and . Model #3 with increasing of w gives an even larger 
increase of instability at k = 10–6 (Fig. 3), which in this model 
is practically independent of the parameter  (Fig. 4, a). 
Th us, in models #2 and #3 (as opposed to model #1), at low 
values w, the front has a low instability relative to longwave 
perturbations, which increases rapidly with the solidifi cation 
rate. Characteristically, the maximum contribution to long-
wave instability is the eff ect of a density change on the 
solidifi cation front.

Th e confi guration of the obtained instability domain s 
is characterized by pronounced extremes in the area of 
certain values of solidifi cation parameters. For example, 
for model #1 at  = 1 (in model #2  = 1.3), a special point 
is identifi ed where all regions of stability and instability 
converge. At this point, the generalized increment m(k, w) 
takes the minimum (for models  #1 and #2 negative) 
values, which corresponds to the absence of perturbations 
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culations to [21], in the coordinate system related to the 
solidifi cation front, one enters the coordinate of the lower 
edge of the heater (Fig. 1)

zh = lh – lt,                                     (3)
where lh is the distance between the top edge of the cooler 
and the bottom edge of the heater (Fig.  1). Th en the 
temperature on the lower edge of the heater, considering 
(13), will have the following appearance 

0   – l h t l h tP w l l P w l l
l h lz e e                       (4)

and the temperature at the top of the cooler
θs(–lt) = s.                                    (5)

Solving equation (21) with respect to  and taking into 
account (4), one get
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Note that in this case (due to fi xing the temperatures 
of the heater and the cooler and therefore the external 
gradient) parameter  becomes dependent on the solidi-
fi cation rate w. Aft er deleting from (22) the parameter , 
considering (5), and entering the symbol

l tP wlx e                                       (7)
one gives an equation to determine the position of the soli-
difi cation front lt at fi xed temperatures of heater θl(zh) = θh 
and cooler θs(–lt) = θc

Fig. 5. Spectral characteristic of the increment m, i (w, k) 
calculated for the experimental conditions given in [10]

Fig. 6. Spatial structures formed as a result 
of superposition of 50 eigenfunctions 

corresponding to a set of unstable eigenvalues 
m(n) = m,n; n ∈ {0,1,…,49} for time points 

t ∈{10–4; 10–3; 3 ∙ 10–3 с}

(or their slow development in the case of model #3) for 
all growth rates. Th e observed features indicate that in the 
real spectrum of disturbances one should expect a large set 
of diff erent frequencies which evolve at diff erent speeds.

In order to compare present results with those of the 
experimental studies, one took the work [19] as referen ce 
one. First, it dedicated to experimental study of the inter face 
dynamics during directional solidifi cation of succinonitrile-
acetone binary system, the physical characteristics of 
which are taken as a basis in present paper. In addition, the 
parameters of the experimental set-up and the measurement 
procedure are suffi  ciently detailed in [21]. To adapt our cal-
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where 

A = *exp(–Plwlh),
B1 = [Ps /(1 – k)  (θс – 0) – *]exp((–Plwlh),

B2 = –Pl (θh – 0) – *,
С = –Pl (θh – 0) – Ps/(1 – k)  (θс – 0) + *.

Figure  5 shows the spectral characterization of the 
increment m(k), calculated using a model adapted to [21] 
for the solidifi cation rate of w = 0.75 μm/s.

Th e structures presented in the Fig. 6 are the result of 
superposition of eigenfunctions. Since a linear model was 
used, these structures should be considered the beginning of 
a process that becomes non-linear over time. Th e structure 
presented in Fig. 6 is close to the cellular and its period 
is close to the experimental one, [21]. Th erefore, it can 
be argued that the theory gives a qualitatively consistent 
with the experiment morphology of the interface. It 
should be noted that theory consider a linear model, so 
the coincidence of the order of magnitude of the cellular 
spacing refers to the linear stage of patter formation. In 
most experiments known to us, as in the work [21] there 
is a substantially non-linear process of cell formation, the 
description of which goes beyond this work.

Conclusions
Th e phenomenological analysis of the directional solidi fi -

cation of binary alloy which account the infl uence of a solid-
liquid density change and heat removal through solid phase 
has been developed for the problem of a planar interface 
stability. Th e approach is free of some assumptions of Mullins 
and Sekerka theory, in particular the assignment of special 
conditions for the formation of a stationary temperature 
gradient at a crystallization front. Th e areas of stability and 
instability are described in terms of the system of parameters 
 and τ, whose range of values is guaranteed to provide the 
stationarity condition at the interface. Th ey are only related 
to the temperature values of the heater and cooler l и s.

Th e problem of interface stability was studied by intro-
ducing infi nitesimal perturbations, followed by deter mi-
nation of eigenvalues of the boundary problem formulated 
for perturbations. Th e dispersion equation, which relates 
the wave number k to the complex frequency , is obtained 
in the form of a polynomial of degree n. Polynomial roots 
make their natural complex frequency  dependent on the 
wave number and physical parameters of the solidifi cation 
process. Th e sign and numerical value of the imaginary 
part of the complex frequency  determines the index of 
increase (“+”  increment) or attenuation (“–” decrement) 
the amplitude of perturbations over time. Th e generalized 
spectral characteristic of the perturbation (increment) 
m(k, w), is introduced, the sign of which is guaranteed to 
determine the areas of stability or instability of an interface. 

Within the framework of the general approach, the 
hierarchy of three particular models, which correspond to 
diff erent degrees of consideration of physical parameters 

of solidifi cation process, has been studied. Th e model #1 
(polynomial degree n  =  2) takes into account of heat 
and impurity transfer in the liquid phase, condition 
for impurity fl ow continuity when crossing the phase 
boundary and boundary conditions, which correspond to 
Mullins and Sekerka model. Additional consideration of 
the latent melting heat in model #2 results in an increase 
in the order of the dispersion equation to n = 3. Model #3 
(n  =  9) takes account of the liquid phase mass transfer, 
due to the eff ect of fl uid movement due to density change 
other than the parameters included in models #1 and #2.

Model #1 shows alternating areas of stability and insta-
bility over a wide range of solidifi cation parameters. Th ere 
is an interval of parameters where this model gives a similar 
behavior as described in Mullins and Sekerka theory 
(Fig. 2, b): the emergence of stability area under mean K 
values for a certain growth rate value; the numerical values 
have one order of magnitude with the assessment of the 
theory [6] for the succinonitrile-acetone system. At the 
same time, in contrast to the Mullins and Sekerka theory, 
under relatively high growth rates and small K values an 
area of stability has been identifi ed.

For all models considered, there is a complex pattern of 
alternating areas of stability and instability, which is sensitive 
to the change of parameters w and  (dimensionless para-
meters characterizing the growth rate and temperature 
gradient at the interface. Th e confi guration of the obtained 
areas includes pronounced extremes under certain values 
of solidifi cation process parameters. Th us, for a model #1 
at  = 1 (in model #2  = 1.3) a special point is identifi ed 
in which all areas of stability and instability converge. 
At this point, the generalized increment m(k, w) adopts 
minimum (in models #1 and #2 it becomes negative) values, 
which corresponds to no perturbations (or their slow 
development in the case of model #3) for all growing rate 
values. Th e observed features indicate that in the real picture 
of perturbations development a large set of diff  erent fre-
quencies that develop at diff erent speeds should be expected.

A comparison of the three models shows that the eff ect 
of heat dissipation through the solid phase (model #2) and 
the melt fl ow due to the density change (model #3) has a sig-
nifi cant infl uence on the occurrence of instability, and neg lect 
of these factors distorts the physical picture of the process. 

Th e most signifi cant factor in comparison with others 
is the density change at crystallization. When this factor is 
taken into account, there are no areas of stability, but only 
slowly developing long-wave distortions at low growth rates.

Under microgravity conditions, gravitational convection 
is known to be suppressed. It could therefore be assumed 
that the loss of stability of the fl at front is determined 
only by molecular transfer processes. Th e results of the 
calculations in this paper show that the melt fl ow associated 
with the density change during crystallization plays a 
signifi cant role. Th is eff ect, which until now was considered 
negligible, should be taken into account when constructing 
a description of crystallization in weightlessness. 
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TRANSFORMABLE SHELL METAL STRUCTURES 
FOR CREATING PROTECTED SPACE CONSTRUCTIONS  

L. Lobanov, V. Volkov, Y. Borovyk 
E.O. Paton Electric Welding Institute of the NAS of Ukraine 

A rapid increase in the rate of space exploration requires 
a constant resolution of the contradiction between the 
increasing volume of payload of means of delivery and 
their own cargo capacity. Th e number of carriers’ launches 
and the total weight of their payload in recent decades have 
increased by more than 2.5  times, and the vast majority 
of spacecraft s are built in the form of shell structures, 
which is predetermined by the need to maintain the 
cha racteristic conditions of the Earth’s environment in 
the limited space of technological and habitat modules. 
Th e low specifi c mass to volume ratio of shell structures 
stimulates the constant search for technological solutions 
for their compact assembly during delivery by the carrier, 
which have a limited effi  ciency for today due to strict 
requirements for the load-carrying capacity, stability and 
density of a folding shell aft er deploying in a vacuum of 
outer space. Th erefore, the dynamic change in the tech-
nological picture of the used materials and methods of 
compact transformation requires a relevant analysis of 
their advantages and disadvantages, which should result 
in a universal method of manufacturing rigid folding 
shells acceptable for solving most existing problems.

Folding and deployable types of compact transformable 
structures are used to create variable spatial elements such 
as antennas, functional elements of satellites, solar panels, 
as well as capacitive structures, whose construction requi-
res the presence of rigid properties of a load-carrying 
shell typical for metal materials. Th  e E.O.  Paton EWI 
theoretically justifi ed the problem of transforming the 
volume of all-welded metal shells and found technological 
solutions to this problem, which can be divided into 
two methods. Th e fi rst method consists in replacing the 
surface of convex shells with a sequence of plane fi gures 
with bending along the lines of their joining, which is 

known in modern world practice as “z-Folding”. Th e 
second method is based on isometric bending of shells on 
the base of deployable linear surfaces and allows creating 
long-length rigid structures capable of compensating for 
heavy loads without buckling (Fig. 1).

Welding of structural elements of a multi-section 
trans formable structure is the most eff ective method for 
providing the structure with the required complex of pro-
perties — structural integrity, sealing, rigidity and long-
term reliability. Joining of closed spatial structures of metal 
foils by the microplasma method requires accurate fi xing 
of billets that do not have suffi  cient own rigidity, effi  cient 
cooling of the joining zone, as well as precision movement 
of the heating source relative to the fi xture for assembly 
and welding. When developing the technology for joining 
structural elements of a transformable structure, varying 
pulsed welding modes allows removing the contradiction 
between the need for additional weld reinforcement at its 
suffi  cient ductility and the requirement to approximate 
geometric parameters of reinforcement and base metal, 
which enables the further process of rotation deformation 
of a thin metal shell. Th e used equipment usually has a 
modular design, which allows implementing automatic 
precision movement of the plasmotron (Fig. 2, a) in three 
coordinates both in welding individual structural ele ments 
of the structure on linear keyboard devices (Fig.  2,  b), 
as well as during their joining into a single struc ture on 
segmented rotary welding-assembly devices (Fig.  2,  c). 
Advantages of the implemented technology allow guaran-
teeing the required vacuum density of the end shell aft er 
passing all deformation cycles. 

Among the recent most studied concepts of trans-
formable structures of aerospace purpose, projects of 
long-term extraterrestrial constructions occupy a special 

Fig . 1. Process of deploying 
a metal load-carrying 

transformable structure of a 
periodic profi le constructed 

on the base of a folded 
conical surface
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place. Th e extraordinary cost of lunar missions, which 
in perspective are longer and more complex compared, 
for example, to the Apollo historical mission, requires 
radical solutions for reduced costs. Th ese solutions can be 
implemented in two ways: this is modernization of delivery 
means or improvement of mass-size indices of a payload. 
Compact assembly of large-sized shell structures of lunar 
bases for the delivery period allows reducing the number 
of launches, other things being equal, but requires solving 
the problem of placing loads and preliminary installed 
equipment in them. Probably, the main disadvantage of 
known deployable and pneumatic shell structures is the 
lack of spatial rigidity in them, comparable to traditional 
ISS-type modules. In some concepts of resemble 
constructions developed at the E.O. Paton EWI jointly with 
the SE «DB «Pivdenne»», the so-called hybrid approach 
has been used, which consists in the joint use of rigid and 
deployable, as well as folding structures. A membrane-
frame structure depicted in Fig.  2 [1] for the so-called 
greenhouse modules has a rigid base of rods (F) from 
porous aluminium assembled in-situ into a single frame 
using electron beam welding [2]. Th e outer shell is formed 
from several multilayer deployed membranes with separate 
functions of radiation, ballistic and thermal barriers. Th e 
principle of membranes assembly is based on the method 
of isometric shells’ bending similar to the variant in Fig. 1. 
Th e fi elds of distribution of equivalent displacements Se 
(Von Mises) in the material of the membrane layers at the 
stage of assembly, shown in Fig. 3, e, which corresponds to 
the maximum compactness, demonstrate the possibility 

of non-destructive deformation of the protective shell 
based on the Whipple shield with a fi ller and additional 
layers of thermal and radiation protection. 

Another example of a hybrid approach to the creation 
of planetary constructions is the concept of infl atable self-
carrying shell with an alignment device, which can be used 
in the creation of habitat modules of various purposes, as 
well as gateway and technological modules for protected 
storage of products, etc. A load-carrying shell with the maxi-
mum length L = 6 m and diameter D = 3 m (Fig. 4, a) aft er 
deploying is formed of eight metal truncated-conical shells 
with a double wall and can be the base of both a separate 
module, as well as its deployable part (Fig.  4,  b). Th e gap 
between the metal walls, as well as the outer surface of the 
shell are equipped with multilayered fl exible coatings of 
known materials, the effi  ciency of which for radiation, bal-
listic and thermal protection is well con fi r med by the ex pe-
rience of practical use in aerospace engineering. Th e main 

Fig. 2. Modular equipment for assembly and welding of 
structural elements of a transformable structure (I) and their 

subsequent joining into a single structure of a periodic profi le (II)

Fig.   3. General appearance of membrane-frame structures of planetary constructions (a) and algorithm of compact assembly of the 
outer shell membrane (b—d) with fi elds of equivalent displacements’ distribution in the material of its layers at the stage of assembly

Fig. 4. Concept of using double-walled transformable shell as a base of protected habitat module [1]
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idea of a multilayered shell consists in the practical iso met-
ricity of each pair of its adjacent metal or synthetic layers.

Fig. 4, c illustrates the process of deploying a large-scale 
(1:10) model of a module with a double load-carrying 
wall of aluminium (δ = 1.5 mm) depicted in Fig. 4, d with 
an outer anti-meteorite (MMOD) and a thermal control 
coating (MLI), where a multilayered radiation protection 

is placed between the metal walls of the shell. It should be 
noted that the ratios of geometric parameters of infl atable 
shells are limited only by specifi c conditions of their use 
and the required compactness [3]. Th erefore, based on 
the spatial orientation, dimensions and confi guration of 
modules (Fig. 4), branched spatial structures of diff erent 
functional purpose and degree of protection can be created. 
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