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ABSTRACT

The impact of ice phase cloud microphysical processes on prediction of tropical cyclone environment is

examined for two microphysical parameterizations using the Coupled Ocean–Atmosphere Mesoscale Pre-

diction System–Tropical Cyclone (COAMPS-TC) model. An older version of microphysical parameterization

is a relatively typical single-moment scheme with five hydrometeor species: cloud water and ice, rain, snow, and

graupel.An alternative newermethod uses a hybrid approach of doublemoment in cloud ice and rain and single

moment in the other three species. Basin-scale synoptic flow simulations point to important differences between

these two schemes. The upper-level cloud ice concentrations produced by the older scheme are up to two orders

of magnitude greater than the newer scheme, primarily due to differing assumptions concerning the ice nu-

cleation parameterization. Significant (18–28C) warm biases near the 300-hPa level in the control experiments

are not present using the newer scheme. The warm bias in the control simulations is associated with the

longwave radiative heating near the base of the cloud ice layer. The two schemes produced different track and

intensity forecasts for 15 Atlantic storms. Rightward cross-track bias and positive intensity bias in the control

forecasts are significantly reduced using the newer scheme. Synthetic satellite imagery of Hurricane Igor (2010)

shows more realistic brightness temperatures from the simulations using the newer scheme, in which the inner

core structure is clearly discernible. Applying the synthetic satellite imagery in both quantitative and qualitative

analyses helped to pinpoint the issue of excessive upper-level cloud ice in the older scheme.

1. Introduction

Impacts of cloud and precipitation processes on tropi-

cal cyclone (TC) development have been studied exten-

sively using both observations and numerical models.

Observations from field experiments and routine recon-

naissance flights have led to detailed descriptions of the

TC inner core structure and environment for mature TCs

(Riehl and Malkus 1961; Gray and Shea 1973; Jorgensen

1984). The observed TC structure includes an outward-

tilted eyewall laden with strong convection and updraft,

radial inflow confined below 1.5–2 km, and outward-

spiraling rainbands embedded within the stratiform rain-

fall region surrounding the eye. Latent heating in the
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eyewall convection fueled by the enthalpy flux from the

ocean is considered to play a major role in TC inten-

sification (Malkus 1958; Malkus and Riehl 1960; Simpson

et al. 1998; Willoughby 1998; Heymsfield et al. 2001;

Zipser 2003). However, there have been limited direct

observations of microphysical properties in TCs. Houze

et al. (1992) documented ice and graupel mass and

number concentration distributions at flight level (6km

above the surface) for Hurricane Norbert (1984). Their

observations showed that small ice particles exist be-

tween the eyewall and outer rainbands, and graupel

particles are collocated with the radius of maximum

tangential wind. Observations of three Atlantic hurri-

canes investigated by Black and Hallett (1986) indicated

that hurricanes are usually glaciated everywhere above

the258C level and the stratiform areas are dominated by

snowflakes (aggregates) at flight level. While no direct

measurements were performed for the upper-level

(about 300–200 hPa) cloud ice, the authors were able to

deduce that most ice originates from ice multiplication

processes (secondary ice production) in the eyewall up-

draft and is redistributed through the upper and midlevel

outflows (;500hPa). Recognizing the gap in hurricane

cloud ice observations at upper levels, Heymsfield et al.

(2006) conducted in situ and radar measurements for

Hurricane Humberto (2001) to characterize ice micro-

physical properties at altitudes from 8.5 to 11.9 km

(temperatures from 2228 to 2578C). High concentra-

tions of small ice particles were observed around and in

the updraft, indicating homogeneous ice nucleation in

the vicinity of the updraft. Two modes of ice size dis-

tribution were discovered, one for the ice particles in the

eyewall updrafts and another in the stratiform areas.

Since the early 1960s the role of clouds and precipita-

tion in TC intensity and inner-core structure changes

have been investigated using numerical models with

varying levels of complexity, ranging from idealized

and/or axisymmetric simulations (Willoughby et al.

1984; Lord et al. 1984; Emanuel 1986, 1999; Hendricks

et al. 2004; Willoughby 2009; Fierro et al. 2009) to three-

dimensional models with full physical parameteriza-

tions (Kasahara 1961; Rosenthal 1978; Braun 2002;

Wang 2002; Fovell et al. 2009; Liu et al. 1997; Zhu and

Zhang 2006; Fierro et al. 2009; Shen et al. 2010). For

example, numerical simulations using an axisymmetric

nonhydrostatic TC model (e.g., WiIloughby et al. 1984;

Lord et al. 1984) suggest that inclusion of the ice phase in

the microphysics parameterization results in a TC with

very different structure. Because of the cooling effect of

melting ice and graupel, the downdrafts are enhanced and

the vortex growth rate is slower compared to those pro-

duced using liquid-water-only microphysics. The authors

also recognized the uncertainty in parameterization of ice

formation and its implication for snow growth fromvapor

deposition. Another idealized TC study by Fovell et al.

(2009) suggested that average fall speed of hydrometeors

could impact TC track forecasts through redistribution

of the hydrometeors outward from the eyewall to anvil

andmodification of the environment via cloud–radiation

interaction.

As more computing resources became available, nu-

merical simulations at high resolution (1–3 km) using

bulk microphysical schemes have proven useful (e.g.,

Rogers et al. 2007; Li and Pu 2008). The fine resolution

has allowed analysis of detailed TC dynamics, such

as the important contribution of hot towers (Hendricks

et al. 2004) and the eyewall replacement cycle (Chen

et al. 2011) to TC intensification/weakening. The success

in TC numerical simulations, however, has been limited

to individual cases. It remains a challenge for numerical

weather prediction (NWP) models to produce reliable

forecasts of TC intensity, in part because of the un-

certainty in the representation of microphysical pro-

cesses in the inner core and the storm environment

(Rogers 2010). For example, the numerical models tend

to overestimate graupel and the strength of updraft in

the eyewall, as indicated in the study of Hurricane Erin

(2001) by McFarquhar et al. (2006).

The majority of the high-resolution TC simulations

make use of single-moment bulk microphysics schemes

that predict only the mixing ratios (or mass content) of

hydrometeors (cloud water, rain, ice, snow, graupel, etc.;

Lin et al. 1983; Rutledge and Hobbs 1983; Schultz 1995;

Reisner et al. 1998; Thompson et al. 2004; McFarquhar

and Black 2004; McFarquhar et al. 2006). More recently,

two-moment schemes have become available in nu-

merical models (Ferrier 1994; Morrison and Pinto 2005;

Milbrandt andYau 2005). The additional computational

cost for the second moment (e.g., number concentra-

tions), however, hinders its applicability for operational

NWP. The parameterization developed by Thompson

et al. (2008, hereafter T2008) takes a different approach

by predicting the number concentrations of cloud ice

and rain, in addition to their mixing ratios, but continues

to predict only mixing ratios of cloud water, snow, and

graupel. This scheme deviates from many of the as-

sumptions found in various schemes based on Lin et al.

(1983). It incorporates findings from numerous field

campaigns in an effort to reduce what has been noted by

previous studies as a high-bias precipitation efficiency

(Colle et al. 1999).

While the Thompson scheme has been examined ex-

tensively for winter storms (Liu et al. 2011; Molthan and

Colle 2012) and other continental convective cases

(Clark et al. 2012), this is its first application to TC cases

as well as the basin-scale flow environment evaluation.
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The Thompson scheme has been implemented recently

in the Navy’s Coupled Ocean–Atmosphere Mesoscale

Prediction System for Tropical Cyclones (COAMPS-

TC1), as part of the continuous effort by the Navy to

improve TC prediction, in collaboration with the National

Oceanic and Atmospheric Administration (NOAA) Hur-

ricane Forecast Improvement Program (HFIP; http://www.

hfip.org). In this paper the impact of the ice parameteri-

zation within themicrophysical schemes on TC prediction

is discussed through systematic forecast evaluation for

both synoptic environment and TC cases. The remainder

of the paper is organized into 4 sections. Section 2 pro-

vides an overview of the model and experimental setup.

The impact of the two different microphysical parame-

terizations on the synoptic scale is discussed in section 3.

The evaluation of TC track and intensity forecasts, in-

cluding the application of synthetic satellite imagery, is

presented in section 4. A summary and discussion of the

implication of the results are given in section 5.

2. Model and experimental setup

COAMPS-TC is a new version of the Navy’s opera-

tional regional model specifically designed to provide

skillful predictions of TC track, intensity, and structure

(Doyle et al. 2012). Data assimilation is accomplished

through three-dimensional variational analysis, using the

Navy Variational Data Assimilation System (NAVDAS;

Daley and Barker 2001). NAVDAS performs quality

control and assimilates all available observations (e.g.,

satellite data, soundings, aircraft measurements, buoy

data, etc.). Additionally, TC synthetic observations are

constructed from TC warning messages issued by the

National Hurricane Center or Joint Typhoon Warning

Center and assimilated by NAVDAS to enhance the

TC inner core structure at the initialization time. A re-

location method is applied during initialization to ensure

that the preexisting TC circulation in the first-guess field

is collocated with the observed TC center (Liou and

Sashegyi 2012).

The forecast model uses terrain-following sigma-

height coordinates and nonhydrostatic, fully compressible

equations of motion following Klemp and Wilhelmson

(1978). The Fu–Liou radiative transfer parameterization

(Liu et al. 2009) is used for both shortwave and longwave

radiation with a two-stream longwave configuration for

computational efficiency. Cloud mass contents and ef-

fective radius are the two input variables required by the

Fu–Liou scheme to compute cloud optics (e.g., optical

depth, single scattering albedo, and asymmetry factor).

Specific parameterizations are used to calculate cloud

effective radius as functions of cloud mass. The choice of

these parameterizations is based on extensive modeling

studies of cloud–radiation interactions validated against

observations from the Southern Great Plains Atmo-

spheric Radiation Measurement Program. The surface

layer parameterization follows Wang et al. (2002), which

is a modified version of Louis (1979) and Fairall et al.

(1996). The surface roughness has been modified to

maintain a constant drag coefficient for winds stronger

than 35m s21 to reflect the recent findings from labora-

tory tank experiments (Donelan et al. 2004) and direct

turbulence measurements at near-hurricane-force winds

during the Coupled Boundary Layers Air–Sea Transfer

(CBLAST) hurricane field experiment (Black et al.

2007). The boundary layer parameterization is a 1.5-order

turbulence closure method (Mellor and Yamada 1982)

where turbulent kinetic energy (TKE) is predicted ex-

plicitly. A physically consistent method is developed to

include dissipative heating based on TKE dissipation to

ensure energy conservation (Jin et al. 2007). The dissi-

pative heating rate is applied at all levels, including the

surface layer, in contrast to other studies in which dissi-

pative heating is considered only at the surface due to the

lack of TKE representation in layers above the surface.

To represent subgrid-scale convective processes, the

Kain–Fritsch cumulus scheme (Kain and Fritsch 1990)

is activated in domains with grid spacing greater than

10 km, while the microphysics parameterization is ap-

plied in all domains. The microphysics scheme used for

the control simulations is a single-moment bulk scheme

that predicts the mixing ratio of five microphysical spe-

cies: cloud water, rain, cloud ice, snow, and graupel. This

scheme is derived from Rutledge and Hobbs (1983)

(called modified R-H hereafter), which in turn is similar

to the Lin et al. (1983) treatment. Another recently

implemented option in COAMPS-TC, the T2008 mi-

crophysical scheme, as described in the introduction,

is used for the Thompson simulations. The comparison

of the domain-averaged hydrometeors between the

control and Thompson simulations (see section 3a for

details) clearly indicated that the most significant dif-

ference between the two is in the ice amount at upper

levels. Therefore, the focus of this study is on the ice-

phase cloud microphysical processes.

COAMPS-TC simulations have been performed for

15 Atlantic basin TCs from 2010 and 2011with in-

tensities varying from tropical storm (TS) to category 4

(cat-4) on the Saffir–Simpson hurricane scale (Table 1).

Each forecast covers 120 h or the storm’s life span,

whichever is shorter. The model domain consists of

three nests with 45-, 15-, and 5-km grid spacing for the

1COAMPS-TC is a registered trademark of the Naval Research

Laboratory.
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outer, intermediate, and inner domains, respectively

(Fig. 1). The two inner nests move with the TC center.

Two-way interaction is specified between the nested

domains. Forty vertical levels are employed with the

lowest model level at 20m and the model top at 32 km.

3. Impact of ice-phase cloud microphysics
on the synoptic environment

Basin-scale synoptic flow simulations were performed

for the 6 August–30 September 2010 time period using

the outer 45-km domain only. Each forecast was run to

120 h. The first forecast was initialized at 0000 UTC

6 August 2010 using the Navy Operational Global At-

mospheric Prediction System (NOGAPS) forecasts as

the first-guess fields (cold-start forecasts). Subsequent

forecasts (cycled every 12h) used the COAMPS-TC 12-h

forecasts from the previous forecast, including clouds

and precipitation, as the first guess (warm start). As

such, any difference between the simulations using the

modified R-H and Thompson microphysical schemes

become increasingly evident for those forecasts initial-

ized later during the 2-month period. Each forecast is

120 h long. The NOGAPS2 forecasts were also used as

boundary conditions. Focusing on the coarse grid—

a different approach compared to many previous TC

environmental studies that focused on individual cases—

allows for a more systematic assessment of the im-

pact of the two microphysical parameterizations on

the synoptic-scale environment. The examined fields

are averaged over the 2-month period as a function of

forecast lead times. Additionally, averaged differences

between forecasts and initial fields (e.g., averaged

300-hPa temperature changes at 120 h from 0 h) were

derived to remove the base-state variations in the

forecasts. In this section we first analyze cloud ice and

upper-level temperature from simulations using the

two parameterizations. The interaction between radi-

ation and cloud ice is then illustrated. Several major

differences between the two schemes related to the ice

phase cloud treatment are also discussed.

a. Cloud ice and upper-level temperature

The most notable difference between the forecasts

using themodifiedR-H and the Thompsonmicrophysics

lies in the amount of upper-level cloud ice. Figures 2a

and 2b display the 250-hPa level cloud ice for the 120-h

forecast averaged over all simulations during the nearly

2-month period. Cloud ice increases steadily with fore-

cast lead time in the control and by the end of the 120-h

forecast most of the domain is covered by cloud ice with

a domain mean of 0.03 g kg21 and a maximum value of

0.5 g kg21 (Fig. 2a). In contrast the Thompson simula-

tions produced much less cloud ice (Fig. 2b). The do-

main mean cloud ice of 0.003 g kg21 and maximum of

0.01 g kg21 are an order of magnitude smaller than those

from the control. The cloud ice is seen mainly in the

layer between 350 and 150 hPa (not shown) with the

maximum near 250–200 hPa.

Associated with the widespread cloud ice distribution

at upper levels, cooling of up to 18C occurs at 100 hPa

near the top of the cloud ice layer and significant warming

near the base of the cloud ice layer. The 300-hPa level

temperature change between the 120-h forecast and the

initial time averaged over the nearly 2-month period

shows positive values over the most of the domain for the

control (Fig. 3a) and exceeds 28C over areas where cloud

ice mixing ratios are above 0.06 g kg21. The warming is

confined to a much smaller area in the Thompson simu-

lations (Fig. 3b).

The difference between the twomicrophysical schemes

is also evident in the change of 500-hPa geopotential

heights, which directly impacts the TC steering flow

(Chan and Gray 1982). The Thompson simulations

have an ;(10–20)-m increase in heights over the sub-

tropical regions (208–358N, 1108–508W) during this pe-

riod (Fig. 4b), whereas the control simulations display

TABLE 1. List of TCs: storm names (numbers assigned by NHC),

simulation periods (yyyymmddhh) followed by the best track storm

lifetime maximum intensity category in parentheses, and the

number of cases for each storm simulated. [Saffir–Simpson scale:

cat-1: 74–95; cat-2: 96–110; cat-3: 111–130; cat-4: 131–155; and

cat-5: .155mi h21 (1mi h21 5 0.4470m s21); TS: 39–73mi h21.]

Storm name

(number) Period

Number

of cases

Bonnie (03L) 2010072212–2010072400 (TS) 4

Danielle (06L) 2010082118–2010083000 (Cat-4) 17

Earl (07L) 2010082512–2010090200 (Cat-4) 16

Igor (11L) 2010090812–2010091612 (Cat-4) 17

Julia (12L) 2010091212–2010092012 (Cat-4) 17

Lisa (14L) 2010092100–2010092612 (Cat-1) 12

Paula (18L) 2010101118–2010101500 (Cat-2) 7

Richard (19L) 2010102100–2010102612 (Cat-2) 12

Bret (02L) 2011071800–2011072012 (TS) 6

Irene (09L) 2011082212–2011082700 (Cat-3) 10

Katia (12L) 2011082912–2011090600 (Cat-4) 16

Maria (14L) 2011090700–2011091412 (Cat-1) 16

Ophelia (16L) 2011092106–2011100212 (Cat-4) 23

Philippe (17L) 2011092406–2011100600 (Cat-1) 24

Rina (18L) 2011102400–2011102712 (Cat-1) 8

Total: 15

storms

July–October of 2010 and 2011 Total: 205

cases

2GFS forecasts were not stored for the entire synoptic simula-

tion period. Comparisons between the simulations using NOGAPS

and GFS when the GFS data were available suggest that our con-

clusions based on the synoptic simulations forced by NOGAPS are

consistent with those forced by GFS.
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up to a 20-m reduction in the heights over the same area

(Fig. 4a). Consequently the southern edge of the sub-

tropical high in the control simulations retreats north-

ward so that the 5890-m contour shifts from south of

Cuba andHispaniola at the initial time to north of these

islands after 120 h (Fig. 4a). This northward retreat of

the subtropical high is associated with the large right-

ward cross-track bias in TC track forecasts in the con-

trol simulations (see section 5). The average 5890-m

contour in the Thompson simulations remains nearly

stationary through 120 h (Fig. 4b) and the forecast

tracks experience less rightward cross-track error. The

results are consistent with the relationship between the

subtropical high and TC tracks that has long been

recognized over the western North Pacific (Chan et al.

2001;Wu et al. 2007; Chen et al. 2009), in that TC tracks

are influenced by the southward expansion of the sub-

tropical high via large-scale steering flow.

Upper-level cloud ice forms mainly through ice nu-

cleation, which depends on the presence of ice nuclei

(IN). Aerosol particles (AP) act as IN under most at-

mospheric conditions in four major modes: deposition,

condensation freezing, immersion, and contact freezing.

Any given AP of a certain size and chemical composi-

tion can be IN for any one or all four modes of nucle-

ation (Pruppacher and Klett 1978). The complexity of

the ice nucleation processes and massive spread in ob-

served ice number concentrations (DeMott et al. 2011)

lead to large uncertainties in representing IN and their

complex interactions with the atmospheric environ-

ment in NWP models, as evidenced by nearly a dozen

different formulations for numbers of ice crystals (NI)

employed in the microphysical schemes (Meyers et al.

1992; Hong et al. 2004; Thompson et al. 2004; T2008).

Two of the most frequently used formulations are based

on the research of Fletcher (1962) and Meyers et al.

(1992), which are expressed as functions of temperature

and/or ice supersaturation:

Fletcher:

Ni,Fletcher 5 1022 exp[0:6(T02T)] , (1)

Meyers:

Ni,Meyers5 exp(20:6391 0:1296Si) , (2)

where T0 5 273:15K, T is the ambient air temperature

(K), Si is the supersaturation (%)with respect to ice, and

Ni is the number of ice crystals initiated (m23). The ob-

served NI counts at a dozen locations worldwide, from

which the Fletcher formulation was derived, vary bymore

than an order of magnitude between locations, under-

scoring the variability of NI characteristics. The Cooper

(1986) formulation was based on in situ measurements of

ice crystals in continental clouds and was adopted for use

in the T2008 scheme primarily because of the reduced

number of ice crystals at temperatures at which super-

cooled water frequently exists (08 to 2158C):
Cooper:

Ni,Cooper5 5:0 exp[0:304(T02T)] . (3)

The Cooper formulation produces as much as two or-

ders of magnitude more NI at warmer temperatures

FIG. 1. Domains used for the numerical experiments. The inner two nests follow the storm

and can be centered at different locations at different times (t1 vs t2 in the figure); the arrows

indicate the moving direction of the inner nests. The synoptic simulations were performed for

the outer domain (D1) only.
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(.2208C) than Fletcher’s, whereas Fletcher’s has more

than an order of magnitude more NI at colder temper-

atures (Fig. 5a). The NI formulation used by the modi-

fied R-H scheme follows Fletcher’s curve at colder

temperatures. A sensitivity test (see Cooper in Table 2)

was designed to replace the NI formulation in the

modified R-H microphysical scheme with the Cooper

formulation. The experiment was exactly the same as

the control except it was cycled for a 2-day period from

0000 UTC 6 August to 0000 UTC 7 August 2010 since

the impact of the changes on the cloud and temperature

distributions became consistently evident by this time.

Additionally, the simulations with no cloud–radiation

interaction (i.e., the no-ice-rad test) would deviate

from reality significantly if cycled for more than a few

days.

Using the Cooper formulation effectively reduces the

upper-level cloud ice (the magenta line in Fig. 5b), so

that the domain-averaged 300-hPa temperature increase

with time is less than 0.58C (the magenta line in Fig. 5c),

compared to the .18C increase seen in the control (the

blue line in Fig. 5c). The horizontal distribution of cloud

ice from the Cooper experiment at 120 h (Fig. 6c) is

generally one order of magnitude less than that in the

FIG. 2. COAMPS-TC forecast 250-hPa level cloud ice (g kg21) at forecast hour 120 averaged over all simulations every 12 h from 6Aug to

30 Sep 2010 in domain D1 from (a) the control simulations and (b) the Thompson simulations.
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control experiment (Fig. 6a) but similar to the amount

simulated using the Thompson scheme (Fig. 6b), which

is not surprising given that the Cooper formulation is

also used in Thompson. The upper-level warming ten-

dency during the forecast is reduced substantially so that

the temperature difference at 120 h between the Cooper

test and the control simulation (Fig. 7b) is very close to

the difference between the Thompson simulation and

control simulation (Fig. 7a). The 120-h forecast temper-

ature is reduced by .18C over the subtropical Atlantic

area in both the Thompson and Cooper simulations

compared to the control simulations. The Thompson

scheme adopted the Cooper formulation because the

Fletcher formulation produced erroneously large amount

of cloud ice at the upper levels for their winter precip-

itation cases (T2008).

It should be pointed out that the characterization of

ice and snow is a modeling artifact, which is dealt with

differently between the two schemes. The Thompson

scheme converts ice crystals of diameters .200mm

into snow. By contrast, the autoconversion from ice

to snow in the modified R-H scheme does not happen

FIG. 3. As in Fig. 2, but for 300-hPa level temperature change (8C, shading) between the 120-h forecast and the initial time. The contours

are averaged temperature (contoured at 18C) at 0 h.
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until the mass of the ice crystal exceeds the threshold

corresponding to crystal with diameters greater than

500mm. (Table 3). A more complete picture describing

domain-averaged hydrometeors generated by the two

schemes is shown in Fig. 8. The domain-averaged cloud

ice from the control simulation reaches 0.03 g kg21 at

;250 hPa, whereas the Thompson simulation has a max-

imum value of ;0.0025 gkg21, one order of magnitude

less. On the other hand, the control simulation produced

snow in a layer between 650 and 250 hPawith amaximum

of ;0.007 gkg21 at 400hPa. The Thompson scheme is

efficient in converting ice particles to snow and produced

snow at levels as high as 100hPa, with a maximum of

nearly 0.01 gkg21 at;350hPa. The sum of the snow and

ice at upper levels from the Thompson simulation, how-

ever, remains about only one-third of that from the

control simulation. Moreover, the horizontal distribution

of the sum of snow and ice (not shown) displays similar

comparison to that for ice alone (Fig. 6). Therefore, the

results presented for cloud ice remain valid even given

the varying methods distinguishing ice and snow between

the two schemes.

The distribution of the liquid cloud is similar between

the two schemes in general although a small amount of

FIG. 4. As in Fig. 3, but for 500-hPa level geopotential heights (contoured at 10-m intervals) and 500-hPa level geopotential height

change (shading).
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cloud water exists in a deeper layer (up to near 400 hPa)

from the Thompson scheme than the modified R-H

scheme. In the boundary layer (between 1000 and

900 hPa) the Thompson scheme has about 40% more

cloud water than the modified R-H. Because of the

coarse resolution in the 45-km domain, the convection

remains weak for both simulations and hence the rain

mixing ratio is quite small and amounts of graupel are

negligible.

b. Other differences related to ice phase cloud
treatment

In the Thompson scheme ice does not initiate until the

water vapor mixing ratio reaches 25% supersaturation

with respect to ice for temperature greater than 2258C.
Our sensitivity tests with and without this constraint (the

satv_ice test in Table 2) in the Thompson scheme does

not show substantial differences in the upper-level cloud

FIG. 5. (a) Number concentration of (pristine) ice crystals (103m23) as a function of temperature from the Fletcher (blue) and Cooper

(red) formulations. (b) COAMPS-TC forecast domain-average 250-hPa cloud ice mixing ratio (g kg21) evolution during the 120 h of the

synoptic simulation initialized at 0000UTC 7Aug 2010: the control (blue), Thompson (red), Cooper (magenta), no-ice-lw (green), and the

no-ice-rad (yellow) experiments (see Table 2 for descriptions of the sensitivity experiments). (c) As in (b), except for the 300-hPa tem-

perature (8C). (d) Vertical profiles of differences between the control and Thompson experiments (control2 Thompson) at 208N, 608W
for longwave radiative heating rates (Kday21) (blue), shortwave radiative heating rates (Kday21) (orange dashed), cloud ice mixing ratio

(0.1 g kg21) (black), and temperatures (8C) (red).

TABLE 2. List of synoptic simulations performed with 12-h update cycles and the 120-h duration for each simulation.

Experiment name Period (yyyymmddhh) Main features

Control 2010080600–2010093012 Modified R-H microphysical scheme

Thompson 2010080600–2010093012 T2008 microphysical scheme

Cooper 2010080600–2010080700 Modified R-H with Cooper NI formulation

No-ice-lw The same as Cooper Modified R-H with ice and longwave radiation interaction disabled

No-ice-rad The same as Cooper Modified R-H without ice–radiation interaction

Satv_ice The same as Cooper Thompson with the ice saturation criteria change (see section 3b for details)
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ice. This result is expected since the ice supersaturation

threshold change affects ice initiation at relatively low

levels where the temperatures is much greater than is

found in the upper troposphere.

Several other differences related to the cloud ice treat-

ment are worth mentioning as well (Table 3). As a two-

moment scheme, the Thompson scheme predicts both the

mixing ratio and number concentration of ice crystals.

Numerous sinks–sources are considered for ice crystals in

the Thompson scheme, whereas themodifiedR-H scheme

uses the NI formulation to diagnose the ice crystal number

at each time step.

Another notable difference between the two schemes

is the terminal velocity of the ice crystals (Vti). The

Thompson scheme follows theVti formulation of Ferrier

(1994):

Vti-T(D)5

�
po
p

�1/2

aDbe2fD , (4)

where po 5 1013.25 hPa, p is pressure, and D is the di-

ameter of ice particles. Using the values listed in Table

A1 of T2008, Eq. (4) is reduced to

Vti-T(D)5 1847:5

�
po
p

�1/2
D . (5)

The modified R-H scheme uses a similar formulation

with different coefficients (Cotton and Anthes 1989).

For example, for ice particles with diameters ,212mm,

Vti-C(D)5 304:0

�
po
p

�1/2
D . (6)

Note that the 212-mm diameter limit here is close to the

200-mm threshold used by the Thompson scheme to

convert ice to snow. For the frozen particles considered

as ice by both schemes Vti-T is;6 times larger than Vti-C

for particleswith the samediameter.A sensitivity testwas

performed by replacing Vti-C with Vti-T in the modified

R-H scheme. The domain-averaged cloud ice amount

from this test is only slightly (,5%) less than that from

the control simulation. Further tests on varying the ice

deposition rate and ice-to-snow autoconversion rate in

the modified R-H scheme revealed minimal impact on

FIG. 6. (a) COAMPS-TC forecast 250-hPa cloud ice mixing ratio (g kg21) at 120 h for the synoptic simulations initialized at 0000 UTC

7 Aug 2010 from experiments (a) control, (b) Thompson, (c) Cooper, and (d) no-ice-rad.
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FIG. 7. (a) COAMPS-TC forecast 300-hPa temperature difference (8C, shading) between the Thompson

experiment and the control experiment (Thompson2 control) at 120 h for synoptic simulations initialized at

0000 UTC 7 Aug 2010. The contours (every 28C) are for the 300-hPa temperature at the initialization time.

(b),(c) As in (a), but for the Cooper and the no-ice-rad experiments, respectively .
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the cloud ice amount. The difference in the ice nucleation

remains the dominant cause for the difference seen in the

upper-level cloud ice between the two schemes.

c. Cloud ice–radiation interaction

In an attempt to diagnose the physical processes re-

sponsible for the tropospheric warming in the control

simulations, we performed two additional sensitivity

tests. The no-ice-lw test (Table 2) is similar to the con-

trol simulations, except that the interaction between the

cloud ice and longwave radiation is disabled, whereas

the no-ice-rad test removes the interaction between

cloud ice and both longwave and shortwave radiation.

The domain-average cloud ice from those two sensitivity

tests (the green and yellow lines in Fig. 5b) is close to the

cloud ice amount from the control experiment and re-

mains an order of magnitude higher than those in the

Thompson and Cooper experiments. Despite the high

values of cloud ice, the 300-hPa average temperatures

show no warming trend with forecast lead time, hover-

ing around232.38C, a value even lower than those from

the Thompson and Cooper experiments (Fig. 5c). These

two tests demonstrate the important contribution of

cloud–radiation interaction to the upper-level warming.

Furthermore, the temperature difference between the

control simulation and the no-ice-lw, which reaches 1.58C
at 120h, is much higher than the difference between the

no-ice-lw and no-ice-rad (;0.18C). This comparison in-

dicates that the longwave radiation and cloud ice in-

teraction plays a more dominant role than the shortwave

and cloud ice interaction in the 300-hPa warming.

The cloud–radiation interaction can be further illus-

trated in vertical profiles of the difference fields between

the control and Thompson simulations (Fig. 5d) for

a selected point (208N, 608W) at 114 h corresponding to

1100 local time. The large difference in the cloud ice

mixing ratio between the two experiments (control 2
Thompson), with a maximum of 0.2 g kg21 at ;250 hPa

(the black line in Fig. 5d), is due solely to the large

amount of ice generated in the control experiment. An

up to 78Cday21 longwave radiative warming rate occurs

in the control experiment near the base of the cloud ice

TABLE 3. Some major differences in the treatment of ice phase clouds between the modified R-H and Thompson schemes.

Schemes

Ice

nucleation

Ice crystal number

concentration Ice deposition growth

Threshold for autoconversion

from ice to snow

Ice particle

terminal velocity

Modified

R-H

Fletcher

(1962)

Diagnostic

(see text)

Linear function of ice

supersaturation [Eq.

(A18) of RH83]

Ice particle mass (a value

corresponding to a particle

with 500-mm diameter)

Mass weighted following

Cotton and Anthes

(1989)

Thompson Cooper

(1986)

Prognostic

(see text)

Cubic polynomial function

of ice supersaturation

[Eq. (C1) of T2008]

Ice particle diameter

(200mm; T2008)

Mass weighted (T2008)

(see text)

FIG. 8. Vertical profiles of domain-averaged hydrometeor mixing ratios: cloud water (green), rain (blue), ice (aqua), snow (blue),

graupel (red), and the sum (black) for COAMPS-TC 120 h forecast in D1 valid at 0000 UTC 12 Aug 2010 from (a) the control and (b) the

Thompson simulations.
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layer at about 350–250hPa with the maximum at 300hPa.

To the contrary, the Thompson experiment produced

a longwave cooling of up to 1.58Cday21 in the absence of

cloud ice, resulting in an ;8.58Cday21 difference be-

tween the two at 300 hPa (the blue line in Fig. 5d). The air

temperature difference between the two experiments is

;38C at 300hPa. This warming near the base of cloud ice

is caused by the localized large convergence of the up-

ward longwave radiation flux due to a large difference

between the temperature at the cloud base and at the

surface (Nicholls 1984). Substantial differences are also

seen in the longwave radiative cooling near the top of the

cloud ice layer, which is mainly compensated for by the

solar radiative warming (the dashed line in Fig. 5d).

4. Evaluation of TC cases

The impact of the microphysical scheme on TC pre-

diction is evaluated in this section. The experimental

design is similar to the real-time COAMPS-TC forecasts

performed over the past three years (Doyle et al. 2012),

with the three nests of 45-, 15-, and 5-km grid spacing

for the outer, intermediate, and inner domains, re-

spectively (Fig. 1). For each storm, the initial forecast is

cold started using the National Centers for Environ-

mental Prediction’s (NCEP’s) Global Forecast System

(GFS) output as the first guess. Subsequent forecasts

are warm started, using the COAMPS-TC 6-h forecasts

from the previous forecast as the first guess. NAVDAS

is used to assimilate observations every 6 h, and all

forecasts use 6-hourly GFS forecasts for lateral boundary

conditions.

a. Synthetic satellite imagery of Hurricane Igor

The evaluation of the model simulations thus far has

been focused on the comparison of the various synoptic-

scale simulations. In this section we use satellite obser-

vations and synthetic satellite imagery to evaluate the

model simulations at both the synoptic and convection-

resolving scale for Hurricane Igor (2010). The synthetic

imagery, described in Grasso et al. (2008) and Bikos

et al. (2012), provides a unique means of model evalu-

ation, especially over open oceans where observations

are scarce. The COAMPS-TC forecast hydrometeors

(cloud droplets, rain, ice, snow, and graupel) and ther-

modynamic fields (e.g., pressure, temperature, and hu-

midity) are used as inputs for a forward radiative transfer

model to compute radiances for various spectral bands

to derive brightness temperatures that theGeostationary

Operational Environmental Satellite (GOES)-13 would

observe. Specifically, imagery from the 6.48-mm water

vapor channel [channel 3 (CH3)] and the 10.7-mm in-

frared channel [channel 4 (CH4)] are analyzed. The

GOES-13 observations of roughly 4–8-km original

resolution have been interpolated to the model grids

using a nearest neighbor algorithm.

Igor was the strongest hurricane of the 2010 Atlantic

season with maximum surface sustained winds reaching

130 kt (1 kt5 0.5144m s21) on 13 September (see http://

www.nhc.noaa.gov/pdf/TCR-AL112010_Igor.pdf). At

0000 UTC 14 September 2010 the brightness tempera-

tures (Tb) from CH3 and CH4 clearly show low Tb from

convection associated with Igor east of the Caribbean

(Figs. 9a,b). Also depicted are two other major areas

of convection: one associated with a persistent deep-

layer trough off the northeastern U.S. coast and an-

other over Cuba and the Caribbean Sea. The synthetic

imagery from the 120-h forecast for the control simu-

lation (Figs. 9c,d) in the outer domain, while capturing

the convection over the three areas mentioned above,

displays wide areas of much colder Tb than the ob-

served, due to the widespread upper-level cloud ice

coverage. The convective region associated with the

hurricane becomes indistinguishable under the thick

cloud ice for both channels. The Tb structure in the

synthetic imagery from the 120-h forecast for the

Thompson simulation, on the other hand, resembles

the general distribution of convection over the north-

eastern United States and overHurricane Igor (Figs. 9e,f).

The convection over Cuba is not represented in the

Thompson simulation, presumably due to the low res-

olution in this outer domain (D1).

In the innermost 5-km nest the strong convection

in the eyewall region is well differentiated by the

Thompson experiment, as indicated by the low Tb

values of ,213K (Figs. 10e,f). Further comparison of

the imagery shows a ;50% wider eye in Thompson

than was observed (Figs. 10a,b). The Thompson ex-

periment did not produce a symmetric, tight eyewall

as observed, possibly because the simulated hurricane

was less intense than observed, or perhaps due to the

marginal resolution of the 5-km grid to reproduce these

small-scale features. The forecast displays some in-

dication of the convective band to the east and south-

east of the storm center. The eyewall convection in

the control simulation, however, is masked severely by

the widespread cloud ice (Figs. 10c,d), which prevents

further comparison with the observed inner core struc-

ture using this method.

Both the synoptic simulations and the qualitative

Tb comparison for the Igor case have shown that the

Thompson scheme reduces the upper-level cloud ice

bias significantly. Furthermore, a quantitative evalua-

tion of the synthetic CH4 Tb distribution was performed

in D1. Depicted in Fig. 11a is the areal coverage of

model forecast Tb at 120 h compared with the satellite
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observations. The control experiment has a peak cov-

erage of ;1 3 106 km2 at very cold Tb, ranging from

2808 to 2408C, whereas GOES-13 CH4 observations

have nearly zero area in this range. On the warm Tb side

between 2108 and 308C, the observations indicate an

area reaching ;3 3 106 km2 around 198C. The control

experiment has a much reduced area of the warm

Tb, with only about ½ of the observed at 198C. The
Thompson experiment has much greater areal coverage

of 198C, nearly 5.5 3 106 km2. The Thompson scheme

effectively removes the area of very cold Tb seen in the

control simulation mainly because it generates a much

lower amount and coverage of cloud ice using the

Cooper IN formulation. The contrast in the Tb distri-

bution between the control and Thompson experiments

can also be described in the cumulative distribution

function (CDF) of Tb (Grasso et al. 2008). The large

areal coverage of lower Tb in the control simulation

results in much higher CDF values of lower Tb than the

Thompson simulation (Fig. 11b). The median value of

Tb in the control experiment occurs at 2488C, whereas
the Thompsonmedian is 178C andGOES-13 is 128C. The
Thompson scheme corrects the large deviation from

the control and shifts the CDF much closer to the ob-

servations. The examination of the synthetic satellite

imagery both qualitatively and quantitatively provides

further evidence that the Thompson scheme corrects

the upper-level cloud ice and temperature overestimated

by the control simulation.

b. Evaluation of track and intensity forecasts
for 15 TCs

Track and intensity forecasts for the 15 TCs (see

Table 1) are verified using the best-track data. The ho-

mogenized samples for the control and Thompson sim-

ulations contain 195 cases at the initialization time and

decrease gradually to 79 cases at 120h (Fig. 12a). The two

sets of simulations have the same track forecast errors

for the first two days. Beyond that the Thompson track

errors are slightly smaller than the control. These differ-

ences are not statistically significant based on paired

sample Student’s t tests with adjustments for serial de-

pendence (Wilks 2006). A consistent feature in track er-

rors between the two sets is that the forecast TC locations

tend to lag behind and shift to the right of the observed

tracks. This can be seen clearly in the decomposition of

the track forecast errors relative to the storm motion

direction (Fig. 12b). The mean errors (ME) in the cross-

track direction are all positive (to the right of the ob-

served tracks) at all forecast lead times for the control

simulations, exceeding 100 nmi near the end of the 120-h

forecasts. The cross-track ME for the Thompson simu-

lations are relatively small (to the right and then to the

left of the observed tracks) during the first 3 days. They

increase with the forecast lead time over the next two

days, reaching 50 nmi by 120h, about half of that for the

control. The along-track ME in both sets lags behind

(negative in Fig. 12b), exceeding 100 nmi at 120 h from

FIG. 9. Observed GOES-13 (a) CH4 and (b) CH3 Tb (K). (c),(d)–(e),(f) As in (a),(b) but for synthetic Tb from the control and

Thompson simulations, respectively. All images are for D1 120-h forecasts, valid at 0000 UTC 14 Sep 2010.
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the control, or about twice that of Thompson. The

reduction in the mean cross-track and along-track errors

in the Thompson simulation is statistically significant for

forecast lead times of 72, 96, and 120 h. The improvement

seen in the cross-track and along-track bias in the

Thompson simulations is consistent with the better-

simulated synoptic environment discussed earlier

(section 3a).

Mean absolute errors (MAE) and bias were also

computed for maximum sustained surface winds (MSW)

and minimal sea level pressure (MSLP) for the homo-

geneous sample. Small differences exist in the MAE of

MSW between the control and Thompson simulations

(Fig. 12c), but they are not statistically significant. The

differences in MSW biases, exceeding 10 kt at times,

are however statistically significant for all forecast lead

times except 0 and 6h. The control simulations over-

estimate MSW (24–120h) whereas the Thomson simula-

tions underestimate MSW (0–112h). The overestimated

storm intensity by the control simulations is also reflected

in the MSLP evolution (Fig. 12d). The negative bias

of MSLP increases quickly over the first two days and

hovers around210hPa over the last 3 days of the control

simulation. The Thompson simulations display an MSLP

bias between 0 and 5hPa from 12 to 120h. The reduction

in both MAE and bias of MSLP in the Thompson simu-

lations is statistically significant compared to the control

over the forecast period from 36 to 108h.

TC intensity is arguably most accurately measured in

terms of MSLP estimated from flight data, surface ob-

servations, and/or dropwindsonde data. However, the

potential damage from the storm is usually measured in

terms of MSW of which accurate measurement is diffi-

cult to obtain. For this reason, the relationship between

the MSW and MSLP (wind–pressure relationship) is

often used in the operational and research communities

to gauge the storm intensity (Knaff and Zehr 2007).

Shown in Fig. 13a are the wind–pressure relationships

for the two sets of simulations compared with that from

the best-track data. At the low wind end (MSW, 60 kt)

the wind–pressure relationships from both simulations

follow that of the best-track data quite well. As the

MSW increases the relationships start to deviate from

the observations, with the control simulations showing

larger differences than the Thompson simulations. For

example, at 930 hPa, the corresponding control MSW

FIG. 10. As in Fig. 9, except for the domain shown in D3 (see Fig. 1). The distance along the x axis and y axis is in km.
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are ;114 kt (cat-3), much lower than ;130 kt (cat-4)

from the best-track data. The differing intensities are

also examined in terms of intensity-relative frequency

distribution (Fig. 13b). The sample size from the

Thompson simulations is closer to that in the best-track

data than the control simulations for storms of a wide

range of intensities (40–110kt). Both simulations have

toomany storms in the cat-1 and cat-2 ranges, and too few

storms in the cat-4 range. For the TS range, the sample

sizes from Thompson are close to those from the best-

track data, whereas the control simulation produced too

few weak storms. This is another indication that the con-

trol tends to overpredict TC intensity.

5. Discussion and conclusions

The impacts of microphysical schemes on the fore-

casts of TC environments, track, and intensity for 15 TCs

have been systematically examined for the modified

R-H and Thompson schemes in COAMPS-TC. The

modified R-H scheme is similar to many other single-

moment bulk schemes (Lin et al. 1983; Rutledge and

Hobbs 1983), containing five hydrometeor species (cloud

water, ice, rain, snow, and graupel). The Thompson

scheme is newly designed with a two-moment treatment

of ice and rain and one-moment treatment of cloudwater,

snow, and graupel. Our nearly two months of synoptic

simulations point to several noteworthy differences be-

tween these two schemes. The upper-level cloud ice

produced by the control simulations is up to two orders

of magnitude greater than in the Thompson scheme. The

main reason for the overabundant cloud ice stems from

the choice in the ice nucleation parameterization. The

high concentration of ice particles prescribed by the

Fletcher formulation at cold temperatures (,2308C) in
the modified R-H scheme leads to the much higher cloud

ice concentration compared to the Thompson scheme,

which adopts the Cooper ice crystal number formation.

A 18–28C warm bias, occurring near the 300-hPa level in

the control experiment, is not present with the Thompson

scheme. The sensitivity test using the Cooper formulation

and the test that deactivated the cloud ice–radiation

interaction suggest that the upper-level warm bias is

associated with the longwave radiative heating at the

base of the ice cloud layer. The impact of the two mi-

crophysical schemes is also reflected in the extension of

the 500-hPa subtropical high—an important parameter

controlling the large-scale steering flow for TC tracks.

The Thompson scheme enhanced the subtropical high

by 10–20m on average during the 120-h simulation

period and prevented the northward retreat of the

southern edge of the subtropical high seen in the con-

trol simulations.

Consistent with their impacts on the synoptic envi-

ronment, the two schemes resulted in notable differences

in the track forecasts for 15 Atlantic storms of the 2010–

11 seasons. The Thompson scheme helps significantly

reduce rightward cross-track and slow along-track biases

compared to the control simulations, especially over the

late forecast lead time (48–120 h). The occurrence of

overintensified storms in the control forecasts is much

reduced in the Thompson forecasts, especially in terms of

MSLP. Such correction leads to a better wind–pressure

relationship derived from the Thompson forecasts than

FIG. 11. (a) Areal coverage of Tbs at 0000 UTC 14 Sep 2010 in D1 forGOES-13 CH4 observations (solid) and the synthetic Tbs from the

control (dashed) and Thompson (dotted) simulations at 120 h. (b) As in (a), but for the Tb cumulative distribution function (CDF).
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from the control. The Thompson forecasts also increased

the relative frequency of weaker storms (TS and cat-1

and -2 hurricanes).

The synthetic satellite imagery from the control ex-

periment of Hurricane Igor clearly shows the low bright-

ness temperature (for CH3 and CH4) associated with

the widespread cloud ice over most of the 45-km domain.

The Thompson simulation produced much improved

brightness temperatures that are close to the satellite

observations. In the inner nest with 5-km grid spacing,

the Thompson scheme made it possible to examine the

inner core structure (i.e., the eye size, orientation of

the rainband). The median value of Tb of CH4 from the

control simulation occurs at2488C, which is much lower

than the median Tb from both the Thompson simulation

(178C) and the observed (128C). Applying the synthetic

FIG. 12. (a) Track forecast errors (nmi) averaged for the 15 TCs from the control simulations (black) and the Thompson simulations

(gray). The lower part contains sample size for the corresponding forecast lead times. (b) As in (a), but for the decomposition of track

forecast errors relative to the stormmotion direction. The y axis shows the along-track error (positive for moving faster than the observed

TCs). The x axis shows the cross-track errors (positive for the rightward bias of the forecast tracks relative to the observed). The color dots

mark forecast lead times (h). (c) Mean absolute errors (solid lines) and bias (dashed) for maximum surface sustained winds (kt) of 15 TCs

homogenized for the control (black) and Thompson (gray) experiments. The lower part contains the sample size for corresponding

forecast lead times. (d) As in (c), but for the minimal sea level pressure (hPa).
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satellite imagery in both quantitative and qualitative

analyses helped to pinpoint the issue of excessive upper-

level cloud ice in the modified R-Hmicrophysics scheme

and show its potential use by scheme developers to di-

agnose problems related to specific microphysical pro-

cesses. The Thompson scheme requires substantially

more computing time (by;40%) than themodifiedR-H

scheme and hence its application to real-time forecasts is

limited. A newly developed single-moment scheme has

been implemented in COAMPS-TC and in use in the

real-time forecasts since the 2012 hurricane season. This

scheme also reduces substantially the upper-level cloud

ice and temperature bias seen in the control simulations.

A full evaluation of the scheme is underway.

Several issues need further investigation. Improved

understanding and representation of the ice nucleation

process for TC cases require increased upper-level in

situ measurements of cloud ice particles. Observations

are also needed to evaluate distribution (especially in

the vertical) of hydrometeors. While our focus is on the

ice phase clouds, it is recognized that the impact from

difference in other microphysical species can play roles

in modulating storm intensity and structure, especially

at higher resolution (grid spacing , 5 km). Interactions

between various physical processes, such as the cloud

ice–radiation interaction, turbulence, and air–sea in-

teraction, are also important. Even greater biases are

seen at upper levels when we replaced the Fu–Liou ra-

diation scheme with the Harshvardhan et al. (1987)

scheme. Further research is needed to improve coupling

the radiation parameterizations with the microphysical

schemes with radiative effective size of clouds specific to

the microphysical scheme. The different wind–pressure

relationships between the control and Thompson simu-

lations suggest the sensitivity of the storm structure to

the microphysical parameterizations. One example of

the TC structure forecasts issued by the National Hur-

ricane Center is the radius of the surface 34-kt winds

(R34 hereafter) for four geographical quadrants sur-

rounding the TC center. The R34 values represent the

maximum radial extent of the gale-force wind. As shown

in Fig. 13c, the R34 values averaged for all four quad-

rants for the Thompson experiments are smaller than

those from the control experiments. This systematic

difference in the storm structure is statistically signifi-

cant. Further examination of such impacts will be pre-

sented in a follow-up study that draws comparisons

between the model composites and composites from the

Doppler radar observations and other conventional

observational data.
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