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Leveraging Knowledge Graph in Large Language Models for

Machine Translation
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The main goal of this internship is incorporating external
knowledge from knowledge graphs that contain in-domain
knowledge in large language models (LLMs). With the related
knowledge, the LLMs can potentially perform better on

generation tasks such as machine translation.

To achieve this, we will explore the following ideas:

1. In-context learning. This is a popular way to leverage external
knowledge or related examples. We aim to implement
effective ICL through using vector-level input rather than
using long textual sequences.

2. Mixture of expert for machine translation. We explore the
routing mechanism and apply this to the machine translation

task, especially low-resource languages or domains.
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