Mauna Loa Sol ar Observatory Cbserver’'s Log

Sat Jun 17 18:20:41 GMI 1995

Year: 95 Doy: 168

Observer: koon consol e Jun 17 18:18
Content - Lengt h: 4480

X-Lines: 99

Status: RO

WEATHER COMMENT: Sat Jun 17 18:20:48 GMI 1995
Cl ear sky, wind=5 nmph fromthe NW tenmp=45 F

Sat Jun 17 18:24:48 GV 1995: Patrol Start
Sat Jun 17 19:00:57 GVII 1995: Calibration

LONVL COWMMENT: Sat Jun 17 19:15:57 GVI 1995

Program crashed yesterday 6/16 01:20:56 ut while witing data to drive #0
on L00261. Slight drop in phase voltage from 118.0 v to 117.8 v at about
the same tine as the crash. Instrunment head was stowed. Data witing
switched fromdrive #1 to drive #0 m d-day yesterday, well before crash.
Renoved L00260 fromdrive #1 and installed L0O0263, renmpved L00261 from
drive #0 and installed L00262. WIIl get the Wst data requested by Steve
and then reset the conmputer to restart the program

Sat Jun 17 20:00: 02 GMI 1995: Calibration
COMMENT: Sat Jun 17
Ext ended dome sl ot .

20: 11: 52 GMI' 1995

Sat Jun 17 21:02:56
Sat Jun 17 21:50:01
Sat Jun 17 21:51:02

GV 1995:
GV 1995:
GMI' 1995:

Cal i bration
Patrol End
Patrol Start

DPMON COMMENT: Sat Jun 17 21:51:05 GMIN 1995

Optical runaway, fixed it.

Sat Jun 17 22:00:59 GVI 1995:
Sat Jun 17 23:01: 02 GMI 1995:

DPMON COMMENT: Sat Jun 17 23
I nstrunent was progressively
to the problemtrying to get
and year.

Sun Jun 18 00: 00:57 GMI 1995:

MKIT |

COMMENT: Sun Jun 18 00:
Dat a has been very noisy this afternoon

Cal i bration
Cal i bration

05:20 GVr 1995
bl ocked by the dome for the |last 30 m nutes due
all instruments to see the sun this tine of day

Cal i bration

05:19 GMI 1995
difficult to see any changes.



LOML COMMENT: Sun Jun 18 00: 55: 00 GMTI 1995

Had six crashes between 2018 and 2214. Chart voltage di pped bel ow 116v
during that period, after voltage got above 116v there were no crashes. No
obvi ous surges noticed during that period, the heater/fan was very inactive
during that tinme also. The 486 didn't crash although connected to the

lowl power strip. Cycling the power to the conputer and the tape drives
didn't stop the crashes. Sonething odd, when | tried to eject the tapes
while starting up the oWl programthey would rewi nd and stop without

ej ecting, then data would be witten to the tape in drive #0. Maybe this
is why the tape in drive #1 didn't eject yesterday when data suddenly
started to be witten to drive #0 in the mddle of the day. | tried the
manual eject button as we always do, on the front of the drive by the door

| recycled the tapes after each crash.

Sun Jun 18 01: 06: 02 GVI' 1995: Patrol End
Sun Jun 18 01:06:05 GMI 1995: Patrol End

COMMENT: Sun Jun 18 01:19:02 GMI 1995
Activity report:

Q. 70; 84; 95; 222-235; 249; 260; 300-315.
No coronal activity.

TAPES:

* %k %k %k % %

MKITl: HO1050

DPMON: P00379

LOWNML: LO0261 in drive #1 and L00262 in drive #0

Sun Jun 18 01:21:33 GWII 1995: Fil emark

SCAN- LOG

SCAN- LOG 18:25:40. 6/17/95 DOY 168
18: 33: 54 18: 37: 05 18: 40: 15 18: 43: 26 18: 46: 36
18: 49: 46 18: 52: 55 18: 56: 05 18:59: 14 19: 02: 25
19: 05: 34 19: 08: 45 19:11: 54 19: 15: 03 19:18: 12
19: 21: 21 1929 0 CL 19: 32: 19 1936 15CL 19:49: 19
19: 54: 32 19:57: 41 20: 00: 54 20: 04: 00 20: 07: 06
20:10: 11 20:13: 22 20:16: 29 20:19: 35 20:22: 40
20: 25: 46 20: 28: 53 20: 32: 00 20: 35: 06 20: 38: 13
20:41: 18 20: 44: 25 20:47: 30 20: 50: 37 20:53: 43
20:56: 52 20:59: 58 21:03: 05 21:06: 10 21:09: 17
21:12: 24 21:15: 37 21:18:43 21:21: 49 21:24:54
21:28:01 21: 31: 06 21:34: 13 21:37: 20 21: 40: 27
21:43: 32 21:46: 38 21:49: 43 21:52: 49 21:55: 54
21:59: 03 22:02: 08 22:05: 14 22:08:19 22:11: 25
22:14: 30 22:17: 41 22:20: 47 22:23:54 22:26:59

22:30: 05 22:33:10 22:36:16 22:39:21 22:42: 29
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