Thu Jan 6 17:45:56 GMI 2000
Year: 00 Doy: 006
Observer: koon
WEATHER COMMENT: Thu Jan 6 17:45:59 GMTI' 2000
Cl ear sky, wind=10 nph fromthe SE, tenp=40 F
**VKIV PROBLEM*: Thu Jan 6 17:50:57 GMVI 2000
Twi ce this norning the akamai w ndow di sappeared about one second after

appeari ng upon powerup of akamai. [’mgoing to try observing w thout
the akamai w ndow present.

Thu Jan 6 17:52:30 GVI' 2000 CH P Startup--Initializing new tape
Thu Jan 6 17:54:28 GMI 2000 CH P CH P Start Patro

Thu Jan 6 17:54:28 GMI 2000 CH P CH P Start Patro

Thu Jan 6 18:01:12 GMI 2000 CH P Bi as

Thu Jan 6 18:02: 20 GMI 2000 CH P End Bi as

Thu Jan 6 18:02:34 GV 2000 CH P Wat er

Thu Jan 6 18:02:49 GV 2000 Pl CS Fl at

Thu Jan 6 18:03:16 GVI 2000 CH P End Water

Thu Jan 6 18:05:27 GMI 2000 Pl CS End FI at

Thu Jan 6 18:39:40 GJVI 2000 Pl CS End Patro

Thu Jan 6 19:01:17 GMI 2000 CH P Bi as

Thu Jan 6 19:02:27 GMI 2000 CH P End Bi as

Thu Jan 6 19:02:42 GVII 2000 CH P Wat er

Thu Jan 6 19:03:34 GVI 2000 CH P End Water

**P| CS PROBLEM*: Thu Jan 6 19:16: 01 GMI 2000

Still have a problemfinding the Clear position. It worked OK for a while
this norning but nowit can't find it every time. | see the Hone LED

light at the right tinme but it is before the Bit #1 LED which just blinks
right at the end of it’s wedge as the encodi ng wheel rotates. This worked
flawl essly yesterday afternoon, It may be due to thernal expansion or
contraction of the something, it has been really cold in the nornings,
especially with the wind chill. If | put the wheel in the correct position
with a power supply the Bit #1 LED won't light until | renmove and repl ace
the Weel Status board, even if | use a different board. This nay nean
that the HEl voltage is just below the threshold needed to set Bit #L1.
**GONG PROBLEMF*: Thu Jan 6 19:35:53 GV 2000

Still no reply fromJean at GONG, so | called Lana and gave her all the

i nformati on about the xterm console |ogin problem and the network sl owdown
and asked her to check if GONG network activities have changed in case

they may be causing the slowdown. | nentioned how the TCP | ogin

nmanager on the GONG workstation wasn’t respondi ng, she said they installed
TCP wrappers back in Novenber during their PMtrip but doesn’t know of

any new network changes. She’ll check it out and call ne back.

**GONG PROBLEMF*: Thu Jan 6 19:49:17 GMI 2000

Lana cal | ed back al ready, nothing unusual could be found, and she said | can
try a workstation reboot now that everything has been checked. So I'm



going to do that in a few mnutes.

Thu Jan 6 20:01: 08 GMVI 2000 CH P Gai n
Thu Jan 6 20:07:03 GV 2000 CH P End Gain
Thu Jan 6 20:07:17 GVI 2000 CHP Bi as
Thu Jan 6 20:08:18 GVI 2000 CHP End Bi as
Thu Jan 6 20:08:29 GV 2000 CHP Wat er
Thu Jan 6 20:09:10 GV 2000 CH P End Wat er

** GONG PROBLEM *: Thu Jan 6 20:16: 04 GMI 2000

| reset the workstation, unlike yesterday there were error nessages al
over a white non-observing screen:

Error: cannot open iraf shared library S7.e

and after the reboot those nessages were still comng up on the xterm
wi ndow. | asked Lana and she said Jean found a problemw th the iraf
stuff yesterday. So it appears they still aren't sure if they are back
to normal. After the reboot our console still can't login to the

wor kst ati on, no change.

**P| CS PROBLEMF*: Thu Jan 6 20:28:59 GMI 2000

Manual |y nmoved the wheel using the power supply, no Bit #1 LED lit, went
upstairs with a heatgun and heated the decoder/HEl area, the Bit#l1 LED
came on. Definitely a thermal problemupstairs. WII try noving the
Bit #1 HEl next.

Thu Jan 6 21:01:10 GVI 2000 CHP Bi as
Thu Jan 6 21:02:18 GVI 2000 CHP End Bi as
Thu Jan 6 21:02:28 GVI 2000 CHP Wat er
Thu Jan 6 21:03:15 GV 2000 CH P End Wat er

COMMENT: Thu Jan 6 21:15:39 GVI 2000

NQAA Darryl switched our FO cable to a different FO hub at about 2105.
We were on the hub with GONG and may have been sl owed down by their
bandwi dt h usage or a faulty hub. Getting mail nessages is nuch faster now.
Thu Jan 6 21:25:24 GV 2000 MKI V Start Patro

MKI'V COMMENT: Thu Jan 6 21:26:10 GVI 2000

| forgot to restart the Patrol after the cal, just did it now, too much
runni ng around.

**GONG PROBLEMF*: Thu Jan 6 21:29:22 GMI 2000

The M_.SO console now will connect to the shelter, new hub better.
COMMENT: Thu Jan 6 21:29:53 GVI 2000

M.O i nage comnputer working, new hub better.

COMMENT: Thu Jan 6 21:30:18 GVI 2000

Darryl is going back down to add the GONG shelter to the new hub, then
we'll see if everyone (including NOAA) gets sl owed down drastically.

If so, then GONG is causing the problem if not then the old hub is
bad. One thing is for sure, the network connection is back to norma
using this new hub.

COWENT: Thu Jan 6 21:46:12 GVII 2000

OK, we tried various conbinations of hubs and cables and it |ooks like
the old hub is intermttently slow 1'lIl ask GONG to send out a new
one, until then we’ll be on the new hub and they' |l be on the old

hub.



Thu Jan 6 22:01:11 GVIT 2000 CH P Bi as
Thu Jan 6 22:02:20 GMI 2000 CH P End Bi as
Thu Jan 6 22:02:36 GV 2000 CH P Wat er
Thu Jan 6 22:03:24 GMVI 2000 CH P End Water
Thu Jan 6 23:01:12 GVIT 2000 CH P Bi as
Thu Jan 6 23:02:23 GV 2000 CH P End Bi as
Thu Jan 6 23:02:34 GVIT 2000 CH P Wat er
Thu Jan 6 23:03:20 GV 2000 CH P End Wat er

**P| CS PROBLEM*: Thu Jan 6 23:31:01 GMI 2000

Now that I'mfinally able to continue work on the occulting wheel decoding
it is working fine every time, probably due to warner tenp. | started
Patrol so | can get data (if nothing else) until it starts failing again.

| need to try an adjustrment when Bit #1 isn't being sensed.

**P| CS PROBLEM*: Thu Jan 6 23:34:34 GMI 2000

Patrol stalled at Init., doing Kill/Run to restart.

Thu Jan 6 23:36:53 GJVI' 2000 Pl CS Start Patro

**P| CS PROBLEMF*: Thu Jan 6 23:43:51 GMIr 2000

| forgot to nention that earlier | tried blowing air over the HEl in case
dust had settled there but there was no change in the problem Right now
there are no synptons of the problem and since the probl em appears worse
in the norning that would be the time to work on this, that’s a drag after
getting this close. It appears the problemis either that the inner

HElI needs to be adjusted to see through the Bit #1 hole better or the HE
is defective and needs to be repl aced.

Thu Jan 6 23:50:28 GVIT 2000 Pl CS End Patro
Fri Jan 7 00:01:29 GMIr 2000 CH P Bi as

Fri Jan 7 00:02:41 GVl 2000 CH P End Bi as
Fri Jan 7 00:02:52 GMI 2000 CH P Wt er

Fri Jan 7 00:03:38 GMI 2000 CH P End Wat er
Fri Jan 7 00:15:33 GMI' 2000 CH P CH P End Patro
Fri Jan 7 00:16:49 GVI 2000 CH P endi ng tape
COMMENT: Fri Jan 7 00:21:09 GVII 2000

TAPES:

*kkk k%

MKI V: 00006

CH P: C01005

PI CS: P01629

LOAL: LOO0657 in drive #1 and LO0658 in drive #0

** L OWL PROBLEM*: Fri Jan 7 00:25:47 GV 2000

Crashed at 23:30, graphics across screen, no data taken after crash.
Renoved L00657 and installed LO0659 in drive #0, data going to L0O0658
in drive #0

Fri Jan 7 00:27:12 GMVIr 2000
M1V



17_54
1757
1800
1803
18_06
1809
18 12
18_15
18 17
1820
1823
1826
1829
1832
18_35
1838
18_41
18_44
18_47
1850

. rawrk4
. rawnk4
. rawnk4
. rawk4
. r awk4
. rawrk4
. rawrk4
. rawnk4
. rawnk4
. rawk4
. r awk4
. rawrk4
. rawrk4
. rawnk4
. rawnk4
. rawk4
. r awk4
. rawrk4
. rawrk4
. rawnk4

18_53.
18_56.
18_509.
19_02.
19_05.
19_08.
19_11.
19 14.
19 17.
19_20.
19_23.
19_26.
19_29.
19_32.
19_35.
19_37.
19_40.
19_43.
19_49.
19_56.

r awrk4
r awnk4
r awnk4
r awk4
r awk4
r awk4
r awk4
r awnk4
r awnk4
r awk4
r awk4
r awk4
r awk4
r awnk4
r awnk4
r awk4
r awk4
r awk4
r awk4
r awnk4

20_02.
21”25,
21 28.
21 31.
21_34.
21_37.
21_40.
2143,
21 46.
2149,
21 52.
21 55.
21 58.
22 01.
22_03.
22 06.
22 09.
22 12.
22 15.
22718,

r awrk4
r awnk4
r awnk4
r awk4
r awk4
r awk4
r awrk4
r awnk4
r awnk4
r awrk4
r awk4
r awk4
r awrk4
r awnk4
r awnk4
r awk4
r awk4
r awk4
r awrk4
r awnk4

22 21.
22 24.
22 27.
22 30.
22 33.
22 36.
22 39.
2242,
2245,
22 48.
22 51.
22 54.
22 57.
23 00.
23 03.
23 06.
23 09.
23 12.
23_15.
23_18.

r awrk4
r awnk4
r awnk4
r awk4
r awk4
r awk4
r awrk4
r awnk4
r awnk4
r awrk4
r awnk4
r awk4
r awrk4
r awnk4
r awnk4
r awk4
r awk4
r awk4
r awrk4
r awnk4

23 21.rawnk4
23 23.rawnk4
23_26. rawrk4
23 29. rawnk4
23 _32. rawk4
23 35.rawnk4
23 38.rawnk4
23_41. rawrk4
23_44. r awrk4
23 _47. rawk4
23 _50. rawnk4
23 53.rawnk4
23 56. rawnk4
cl1l9 46.rawnk4
c19 53.rawnk4
c19 59.rawnk4



