Sun May 14 16:48: 07 GVI 2000
Year: 00 Doy: 135
Observer: koon
WEATHER COMMVENT: Sun May 14 16:48:23 GVII 2000
Cl ear sky, wind=5 nmph fromthe West, tenp=50 F

Sun May 14 16:49: 08 GMI 2000 CH P Startup--Initializing new tape
Sun May 14 16:54: 54 GMI 2000 MKI VvV Start Patro
Sun May 14 16:54:59 GV 2000 CH P CH P Start 7 Passband Patro

**LOWL PROBLEM*: Sun May 14 17:02:18 GMI 2000
LO0707 popped out of tenporary drive #0 (old drive #1) which is typical of that

drive lately. W' Il see if there is a tape header crash on tenporary drive
#1 (ol d drive #0) as has been typical for that drive. A newdrive is onits
way out to us to replace old drive #0, but we’'ll probably need 2 new

(ideally brand new) drives since we keep seeing crashes on both drives. FEric
and | tal ked about this yesterday and he nentioned how well the PSPT system

of witing files to a big disk while observing then witing fromdisk to tape
at night has been working. Can't we do that with the LOAL? WAy back when
there was a period of no drive crashes ;) | seemto renmenber getting al nost

a weeks worth of data on one 4 GB tape, so it seens it would be a big

help to have a 2 GB disk drive and only one exabyte drive (and one spare)
using the 2@ hard drive to hold data until the data can be snpothely
transfered in one continuous streamto the exabyte tape at night. |f sonething
goes wong with the transfer the di sk drive would be big enough to hold severa
days worth of data and would transfer the data the first night that a
functioning tape drive was available. This systemworks flaw essly with

the PSPT, no wasted time and tapes, and no lost data. If not with the

current systemthen naybe with the next upgraded LOAL ? You could get

really efficient with a bigger disk drive and a DLT tape drive too.

Witing to disk is also nuch faster than to tape, so we’'d get nore data

The programis still running with data going to LOO708 in tenmporary drive #1,
| installed LOO709 in tenporary drive #O0.
Sun May 14 17:27:08 GVI' 2000 Pl CS Start Patro

**P| CS PROBLEM *: Sun May 14 17:29:44 GMI 2000

PI CS and CHI P shared GJ screen nonitor went into Power Saving node this
nmorning so | had to cycle the power to MCC. After | started | realized the
prograns for both were stalled so | had to do a Kill/Run cycle to clear things
and restart all.

02 GvIr 2000 CH P Startup--Initializing new tape

Sun May 14 17:33:12 GMI 2000 Pl CS Start Patro

**CH P PROBLEM *: Sun May 14 17:33:25 GMTI' 2000

See the PICS shared probl em above.

Sun May 14 17:35:12 GV 2000 CH P CH P Start 7 Passband Patro
Sun May 14 18:03:34 GMI 2000 Pl CS Fl at
Sun May 14 18:06:09 GMI 2000 Pl CS End FIl at

Sun May 14 20:01:52 GJVI' 2000 CH P Gai n7



Sun May 14 20:10: 27 GMr 2000
Sun May 14 20:10: 38 GVI' 2000
Sun May 14 20:11:35 GJI' 2000
COMMVENT: Sun May 14 20:18: 33

Ext ended t he done sl ot.

Sun May 14 22:07:11 GVI 2000
Sun May 14 22:07:17 GMr 2000
Sun May 14 22:08:34 GMI 2000

CH P End Gain
CH P Bi as
CH P End Bi as
GMI 2000
CH P CH P End Patro
Pl CS End Patro
CH P endi ng tape

COMMENT: Sun May 14 22:16:27 GMI 2000

TAPES:
*kkkk*k
MKI'V: 00-135
CH P: C01126
PI CS: P01747

LOAL: LOO708 in tenp drive #1.

Sun May 14 22:18:28 GVI' 2000

M1V

16_54. r awk4
16_57. rawrk4
17 _00. rawnk4
17 _03. rawnk4
17_06. r awnk4
17_09. rawnk4
17_12. rawrk4
17_15. r awrk4
17 18.rawnk4
17 _21.rawnk4
17_24. r awnk4
17_27. rawnk4
17 _30. rawnk4
17_33. rawrk4
17 36.rawnk4
17 _39.rawnk4
17_45. r awnk4
17 _51. rawnk4
17_57. rawrk4
18_01. r awrk4
18 04.rawnk4

18_06.
18_09.
18~ 12.
18_15.
18_18.
18_21.
18 24.
18 27.
18_30.
18_33.
18_36.
18_39.
18~ 42.
18_45.
18_48.
18 51.
18_54.
18_57.
19_00.
19_03.
19_06.

r awnk4
r awnk4
r awk4
r awk4
r awk4
r awk4
r awnk4
r awnk4
r awk4
r awk4
r awk4
r awk4
r awnk4
r awnk4
r awk4
r awk4
r awk4
r awk4
r awnk4
r awnk4
r awk4

19_09.
19 12.
19_15.
19_18.
19_21.
19_23.
19_26.
19_29.
19_32.
19_35.
19_38.
19_41.
19_44.
19_47.
19_50.
19_53.
19_56.
19_509.
20 02.
20_05.
20 08.

r awnk4
r awnk4
r awk4
r awk4
r awk4
r awrk4
r awnk4
r awnk4
r awk4
r awk4
r awk4
r awrk4
r awnk4
r awnk4
r awk4
r awk4
r awk4
r awk4
r awnk4
r awnk4
r awk4

20 11.
20_14.
20 17.
20_20.
20_23.
20_26.
20_29.
20_32.
20_35.
20_38.
20_41.
20_44.
20 47.
20_50.
20 53.
20_56.
20_59.
21_02.
21_05.
21 07.
21_10.

r awnk4
r awnk4
r awk4
r awk4
r awk4
r awrk4
r awnk4
r awnk4
r awk4
r awk4
r awk4
r awrk4
r awnk4
r awnk4
r awk4
r awk4
r awk4
r awrk4
r awnk4
r awnk4
r awk4

21_13. rawrk4
21_16. rawrk4
21 19. rawnk4
21 22. rawk4
21 25.rawnk4
21 28.rawnk4
21_31. rawrk4
21_34. rawrk4
21 37.rawk4
21 40. rawk4
21 43.rawnk4
21 46.rawnk4
21_49. rawrk4
21_52. rawrk4
21 55. rawnk4
21 58. rawnk4
22 01.rawnk4
cl7_42.rawnk4
cl7_48.rawnk4
c17_54. r awmk4



