Fri May 2 16:30:00 GVIr 2014
Year: 14 Doy: 122
observer: berkey
WEATHER COMMENT: berkey: Fri May 2 16:30:03 GVI 2014
temp 42f, wind 2nph from S, sky nostly clear with sone |ight haze
end
CoMP COWMENT BY berkey: Fri May 2 16:34:32 GJMI 2014
The Focus nsc100(or nsc200) was in local this nmorning. Synptons were a focus routine that ran for many mnutes, since |ab
view was waiting forever to get control of the controller
end
Fri May 02 16:49:52 GMI 2014 COWP Start Patro
Fri May 2 16:51:09 GMIr 2014: PSPT Start Patro
Fri May 02 17:01:07 GMI 2014 KCOR Start Synoptic Patro
Fri May 2 18:10:45 GMI 2014: PSPT Start Patro
Fri May 02 18:27:10 GMI 2014 KCOR End Patro
Fri May 02 18:27:33 GMI 2014 COWP End Patro
GENERAL OBSERVATORY COMMENT BY berkey: Fri May 2 18:32:54 GJMI 2014
i deling conp/ kcor for cirrus
__end__
Fri May 02 19:31:35 GMI 2014 KCOR Start Synoptic Patro
Fri May 02 19:37:40 GMI 2014 KCOR End Patro
CovP COWMENT BY berkey: Fri May 2 19:52:41 GVI 2014
Created a disk image of the CoMP OS/code disk. Copied image boots up fine and seens to work. Reverted back to the source
di sk. So we now have a ready to go backup disk incase sonething happens to our source drive.
end
Fri May 2 20:39:13 GMI 2014: PSPT Abort Patro
GENERAL OBSERVATORY COMMENT BY berkey: Fri May 2 20:39:34 GJMI 2014
Cl ouded up idling pspt
___end___
Fri May 02 21:58:36 GMI 2014 COWP Start Patro
Fri May 02 22:09:39 GMI 2014 COWP End Patro
Fri May 02 22:21:32 GMr 2014 COWP Start Patro
Fri May 02 22:23:50 GMIr 2014 COWP End Patro
Fri May 02 22:23:51 GMI 2014 COWP Start Patro
Fri May 02 22:24:42 GMI 2014 COWP End Patro
Fri May 02 22:28:11 GMIr 2014 COW Start Patro
Fri May 02 22:32:23 GMI 2014 COWP End Patro
Fri May 02 22:36:57 GMIr 2014 COWP Start Patro
Fri May 02 22:44:18 GMIr 2014 COWP End Patro
CovP COWMENT BY berkey: Fri May 2 23:06:57 GVI 2014

W seemto have bad data for part of the last few weeks. It looks like light is passing though CoMP but sonme how we aren
t nmodul ating/filtering properly to see the conrona.
end_

CoMP COWMENT BY berkey: Fri May 2 23:22:24 GMI 2014
Most |ikely reason for the |loss of corona, is we nmay be addressing the two neadow ark controllers randomy at boot. If th



s is true we will be sending the wong voltages when controller 1 gets addressed as the second controller. | dont know if
we have a way to figure out if this is true. But the conputer rebooted on April 17@:18am April 22 @:48pm April 24 @
:27pm May 2nd @9:08 and 9:47am To first order this explaintion seems to work with these reboot tines.

end
CoMP COWMENT BY berkey: Sat May 3 00:23:35 GMI 2014
Configured conp for ssh access

end



