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ABSTRACT
The role of planetary-scale zonally-asymmetric thermal forcing on large-scale atmospheric dynamics is crucial
for understanding low-frequency phenomena in the atmosphere. Despite its paramount importance, good
theoretical foundation for the understanding is still lacking. Here, we address this issue by providing a
general framework for including planetary-scale thermal forcing in large-scale atmospheric dynamics studies.
This is accomplished by identifying two distinct geostrophic motions of horizontal length scale L in terms of
the external Rossby deformation length scale LD: i) L � e0 LD and ii) L � e1=2LD, where � is the Rossby
number. In addition, via multi-scale analysis, we show that the large-scale atmospheric dynamics can be
described by mutual interaction between the two scales. The analysis results in planetary geostrophic
equations with large-scale thermal forcing that provide the basic balanced states for processes such as the
growth of synoptic waves. In the long-time limit, the continuous growth and decay of synoptic waves provide
the convergence of horizontal heat and vorticity fluxes, which contributes to the energy flux balance in the
planetary geostrophic scale with planetary-scale advection and thermal forcing.
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1. Introduction

The effects of zonally-varying thermodynamic or orographic
forcing on large-scale atmospheric motions have been a
main topic of investigation in atmospheric dynamics studies.
This is because of the forcing’s possible relationship to
storm tracks (Chang et al., 2002), large-scale atmospheric
stationary waves (Held, 1983) and low-frequency variability,
such as the North Atlantic Oscillation (Marshall et al.,
2001) and Pacific North Atlantic mode (Leathers et al.,
1991). However, despite this importance, adequate theoret-
ical understanding is still lacking. In general, zonally-sym-
metric state is still widely used in fundamental numerical
studies with idealized forcing (see, e.g. Polvani et al., 2004).

Zonally-asymmetric forcing poses a major challenge in
dynamics studies. This is because obtaining a state in bal-
ance with an asymmetric thermal forcing is not trivial.
For example, a radiative-convective equilibrium state
with thermal wind balance does not automatically deter-
mine a basic balanced state for zonally-varying thermal
forcing – as in the zonally-symmetric case. A possibility

still exists for finding a statistically-stationary state with a
zonally-asymmetric forcing. However, the connection
between initial balanced state and subsequent growth of
transient eddies is then lost.

Traditionally, zonally-symmetric states have been used
to understand large-scale, quasi-geostrophic (QG) dynam-
ics at the mid-latitude. In particular, linearized QG equa-
tions have mainly been used for baroclinic instability,
addressing the linear growth rate of large-scale atmos-
pheric waves and associated poleward heat transfer (e.g.
Charney, 1947; Eady, 1949; Phillips, 1954). The full QG
equation is an approximation of the primitive equations
with a specific temporal and spatial scale associated with
large-scale atmospheric dynamics (Pedlosky, 2013).
Choosing the main spatial scale L to be the internal
Rossby deformation radius (�1000 km), the leading-order
equations based on small Rossby number, � � U=ðfLÞ
with U the characteristic speed for the structure of length
scale L, are as follows:
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where P is the pressure; f is the Coriolis parameter for
the mid-latitude; u and v are the zonal and meridional
velocities, respectively; and q is the density. Given that
there are three equations and four (leading order) varia-
bles, the variables are not determined uniquely at this
order: the next order is required to close the system.

Broadly, the large-scale, synoptic motion is driven by
the temperature contrast between low and high latitudes,
due to the latitudinal imbalance of radiative-convective
thermal forcing. Hence, an often-used balanced initial
condition in numerical simulations is one obtained by
combining thermal wind balance and meridional radia-
tive-convective equilibrium temperature distribution:
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, (2)

where U�ðh,PÞ is the balanced zonal wind with h the latitude;
TEðh,PÞ is the radiative-convective balanced temperature; R
is the gas constant for air; and a is the Earth’s radius
(Simmons and Hoskins, 1977, 1978). However, this raises a
fundamental consistency issue: the leading-order variables in
the QG equations are determined only at the next order,
Oð�), but the balanced zonal wind is obtained without
recourse to the higher order. Here note that TE is the solution
of the primitive equations (specifically, the heat equation) at
leading order, rather than of Eq. (1). When considering a zon-
ally-asymmetric situation such as that arising from land–sea
contrast, for example, thermal wind balance cannot be used
to construct a balanced state which addresses that asymmetry.

The contribution of eddies to the shaping of large-scale
atmospheric circulation is well understood in the zonally-
symmetric case (see, e.g. Schneider, 2006), but poorly under-
stood in the zonally-asymmetric case. One reason for this is
because the wave-mean flow interaction, a useful diagnostic
concept in the zonally-symmetric case, becomes ambiguous
in the asymmetric case since zonal-mean state can no longer
be used as the mean. It is possible to use the concept of sta-
tionary waves to represent the effect of zonally-asymmetric
thermodynamic or orographic forcing on the zonal mean
(Held, 1983). Here, the zonal symmetry can be represented
at the leading order and the asymmetry can be treated as
stationary waves on the symmetric behaviour at the next
order. However, while this distinction is useful for analysing
the effect of the zonally-asymmetric forcing, the interaction
between stationary waves and transient eddies is not
described in this decomposition.

Consider now the planetary scale, where L � a, where
a is the radius of Earth. The notion of planetary

geostrophic (PG) motion has been introduced by
Welander (1959) to explain the global thermocline struc-
ture of the ocean. Interestingly, the leading order PG
equations are closed – i.e. it is not necessary to consider
the next order to determine the leading order variables.
In particular, the heat equation included in the leading
order can take a global-scale thermodynamic forcing.
Following this, PG motion for the large-scale atmosphere
has been introduced by Phillips (1963), wherein it is
named ‘geostrophic motion of type 2’. Significantly, in
that study it is noted that large-scale flows would need to
be forced to maintain the balance in the type 2 geo-
strophic motion. This suggests that the PG motion could
serve in constructing a more physically realistic balanced
state consistent with a zonally-asymmetric forcing.
Indeed, in this paper we elucidate the relationship
between PG and QG motions and address how to deal
with QG dynamics in the presence of planetary-scale zon-
ally-asymmetric forcing.

Recently, careful studies of the relationship between
planetary and synoptic scales in PG motions have been
undertaken by Dolaptchiev and Klein (2009, 2013) using
multi-scale analysis. In their studies, perturbation analysis is
based on the small parameter, ðaX2=gÞ1=3, where X is the
angular speed of Earth’s rotation. Other parameters in the
problem – such as the Mach, Froude, and Rossby numbers
– are expressed in terms of this small parameter, showing
the relationships among different scales via the analysis. The
overall results for the mutual relationship between PG and
QG motions in this study are very similar to the studies by
Dolaptchiev and Klein (2009, 2013). However, our study
uses a different small parameter (�) in the analysis, which
among other things we feel is more directly relatable to past
studies on baroclinic instability and wave-mean flow inter-
action in the QG setting. The multi-scale analysis in this
work builds on the previous studies of the QG equations
and, importantly, extends the studies to address zonally-
asymmetric, balanced basic fields.

The basic outline of this paper is as follows. In Section 2,
the separation of scales in large-scale atmospheric dynamics
is discussed in terms of the relationship between the Rossby
number and the normalized meridional temperature gradi-
ent, and then, a detailed scaling of the primitive equations is
presented. In Section 3, the aforementioned scaling is used
to derive the final equations for the two scales. In Section 4,
a multi-scale analysis leading to the interaction between the
two scales is presented. Finally, in Section 5, summary and
discussion are provided.

2. Scale separation and non-dimensionalization

Large-scale atmospheric motions are characterized by
� � 1: A major task in accomplishing the overall goal of
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this study is scaling the thermodynamic variables in terms
of �. As already alluded to, the large-scale atmospheric
dynamics originates from the imbalance of heat flux
between the low latitudes and the high latitudes. Thus, the
scaling of the mean zonal velocity U is related to the merid-
ional temperature gradient, via the geostrophic balance:

U � DyP
q0fL

¼ RT�
0

P�
0

DyP
fL

¼ R DyT
fL

, (3)

where we have used DyP=P�
0 � DyT=T�

0 , and, P�
0 and T�

0

are the representative values of pressure and temperature,
respectively, and DyT and DyP are the meridional tem-
perature and pressure gradients, respectively, with L used
for the length scale of the gradient. Using observed typ-
ical values, we obtain self-consistently

U � 287 J kg�1K�1 � 10 K

10�4 s�1 � 106 m
¼ 28:7 m s�1, (4)

a value which is close to the observed value. Taking
T�
0 to be the average surface temperature and letting a �

DyT=T�
0 leads to

U ¼ RT�
0

fL
a ¼ gH

fL
a, (5)

where H � RT�
0=g is the scale height. Hence,

� ¼ gH

ðfLÞ2 a, (6)

giving

a ¼ F�, (7)

where F ¼ L2=L2
D is the reciprocal of the Burger number

with LD the external Rossby deformation radius. Recall
that LD is the length scale associated with the pure baro-
tropic mode, which is approximately 3000 km for the
Earth’s atmosphere. If QG dynamics is being considered,
L should be the internal Rossby deformation radius,
which is approximately 1000 km for the Earth’s atmos-
phere. The latter choice leads to F � �, which we denote
F ¼ Oð�Þ; hence, a ¼ Oð�2Þ: Alternatively, if the choice
L � LD is more appropriate, a ¼ Oð�Þ:

As we shall show, the introduction of a makes the scaling
of thermodynamic variables more clear, and we want to scale
all of thermodynamics variables by it. Broadly, the derivation
of closed equations using a is similar to that in Pedlosky
(2013). From geostrophic balance, we have the scaling,

P�ðx, y, z, tÞ ¼ P�
s ðzÞ þ q�s ðzÞ fLUPðx, y, z, tÞ, (8)

where ‘�’ represents a dimensional variable; ‘s’ represents
a horizontally-averaged variable; x, y, z and t represent
east, north, height and time variables, respectively; and P
is now the non-dimensionalized pressure, representing the
deviation from the horizontally-averaged pressure P�

s ðzÞ:
Note that here the mean vertical structure is assumed to

be determined by the mean radiative-convective processes
at rest. Using U ¼ ðgH=fLÞ a with H ¼ RT�

0=g,

P� ¼ P�
0 ðPs þ PaqsÞ, (9)

where Ps is a non-dimensional horizontally-averaged pres-
sure. The scaling of q� can be deduced from the hydro-
static balance, which leads to

Oðq0Þ � P�
0

gH
qsa � q�0qsa: (10)

Hence,

q� ¼ q�0qs ð1þ aqÞ, (11)

where q�0 ¼ P�
0=RT

�
0 : Also, from the definition of the

potential temperature H�,

lnH� ¼ c lnP� � ln q� � lnRþ R
CP

lnP�
0: (12)

Hence, letting H� ¼ H�
s ðzÞ þH0 gives

H0

H�
s
¼ c

P0

P�
s
� q0

q�s
, (13)

Then, using the above scaling of P0 and q0,H� can be
represented as

H� ¼ H�
0 Hs þ a c

Hs

Ts
P�Hsq

� �� �
¼ H�

0Hs ð1þ ahÞ: (14)

The construction of leading order equations can be
carried out based on the relationship between the two
small parameters, a and �. The non-dimensional momen-
tum equation for the x-direction is

U2

L
Du
Dt

� �
� f0ð1þ ~f Þ Uv ¼ � aqsP

�
0

q�0qsð1þ aqÞL
@P
@x

, (15)

where D=Dt is the material derivative, ~f ¼ by and b ¼
ðL=aÞ coth0 with h0 a representative mid-latitude. In QG
scaling, since L is the internal Rossby deformation radius,
b ¼ Oð�Þ; but b ¼ Oð1Þ in the continuity equation in the
PG scaling since LD � a: Hence,

�
Du
Dt

� ð1þ ~f Þ v ¼ � @P
@x

� aq
@P
@x

: (16)

Similarly, the non-dimensional momentum equation
for the y-direction is

U2

L
Dv
Dt

� �
þ f0Uð1þ ~f Þu ¼ � aP�

0qs
q�0qsð1þ aqÞ

@P
@y

, (17)

which becomes

�
Dv
Dt

þ ð1þ ~f Þ u ¼ � @P
@y

� aq
@P
@y

: (18)

For the vertical momentum equation, we have

U2

L
d
Dw
Dt

¼ �g
a
qs

@

@z
ðqsPÞ � q

@Ps

@z

� �
þOða2Þ

( )
, (19)
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where d ¼ D=L, which is approximately 0.01 for the
Earth’s atmosphere. The continuity equation based on
these scalings can be written:

að1� aqÞ @q
@t

þ u
@q
@x

þ v
@q
@y

þ w
@q
@z

þ q
qs

@qs
@z

w
� �

þ ð1� aqÞ w
qs

@qs
@z

þ @u
@x

þ @v
@y

þ @w
@z

� �
¼ 0:

(20)

Here, it can be readily seen that the leading order
equation contains @v=@y, which is based on the assump-
tion that the aforementioned b term is Oð�Þ: However, in
the planetary scale, it should be O(1); this is the origin of
the ‘Sverdrup relation’ in ocean dynamics (Sverdrup,
1947). Instead of @v=@y, we have to use @v=@y� bv:

The last is the heat equation, which could also be non-
dimensionalized based on a:

a
@H
@t

þ u
@H
@x

þ v
@H
@y

þ w
@H
@z

� �
þ w
Hs

@Hs

@z
¼ aQ, (21)

where Q ¼ Qðx, y, z, tÞ is a non-dimensional forcing
whose order is same as a. The thermodynamic forcing
represents the surplus (low latitudes) or the deficit
(high latitudes) of radiative-convective energy flux bal-
ance, which causes the meridional temperature gradient
– here measured by the a. Hence, it is reasonable to
assume that the thermodynamic forcing Q is scaled
by a.

3. Closed equations and multi-scale analysis

3.1. Quasi-geostrophic equations

Consider the case, F ¼ Oð�Þ: The length scale L is smaller
than LD and a ¼ Oð�2Þ: Letting u ¼ u0 þ �u1 þ �2u2 þ � � �
and similarly for the other variables, the leading-order
equations are as follows:

v0 ¼ @P0

@x
(22a)

u0 ¼ � @P0

@y
(22b)

q0 ¼ � 1
qs

@

@z
ðqsP0Þ (22c)

0 ¼ @u0
@x

þ @v0
@y

þ 1
qs

@

@z
ðqsw0Þ (22d)

0 ¼ w0

Hs

@Hs

@z
, (22e)

where the subscript s represents horizontally-averaged
quantities such that qs ¼ qsðzÞ and Hs ¼ HsðzÞ: Note, the
geostrophic balance gives @u0=@xþ @v0=@y ¼ 0: The last
equation leads to w0 ¼ 0: The above equations simply
suggest the geostrophic and hydrostatic balances. Note

also that the equations are not closed. For this, we must
go to the next order, for which the relationship between
P0 and H0 is needed:

H0 ¼c
P0

Ts
� q0

¼ c
Ts

þ 1
qs

@qs
@z

� �
P0 þ @P0

@z

¼� 1
Hs

@Hs

@z
P0 þ @P0

@z
:

(23)

Using the observed values for the Earth’s atmosphere,

O
1
Hs

@Hs

@z

� �
¼ Oð�Þ, (24)

giving

H0 ¼ @P0

@z
: (25)

At Oð�Þ, the equations are as follows:

DH

Dt
u0 � v1 � byv0 ¼ � @P1

@x
(26a)

DH

Dt
v0 þ u1 þ byu0 ¼ � @P1

@y
(26b)

@u1
@x

þ @v1
@y

þ 1
qs

@

@z
ðqsw1Þ ¼ 0 (26c)

DH

Dt
H0 þ w1S ¼ Q, (26d)

where DH=Dt � @=@tþ u0@=@xþ v0@=@y and

SðzÞ ¼ 1
FHs

@Hs

@z
: (27)

Combining the two horizontal momentum equations
and the continuity equation, we obtain

DH

Dt
nþ bv0 ¼ 1

qs

@

@z
ðqsw1Þ: (28)

The vertical velocity w1 can be replaced by the leading-
order variables from the equation. This leads to

DH

Dt
@2w
@x2

þ @2w
@y2

þ 1
qs

@

@z
qs
S
@w
@z

� �
þ by

" #

¼ 1
qs

@

@z
ðqsQÞ,

(29)

where w ¼ P0: This equation is known as the QG vorti-
city equation.

3.2. Planetary geostrophic equations

Now consider the case, F ¼ Oð1Þ: Here, the horizontal
length scale is similar to the external Rossby deformation
radius LD. The main difference from the QG scaling
appears in the heat equation. Here
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a
DH

Dt
H0 ¼ O

w0

Hs

dHs

dz

� �
, (30)

where w0 is no longer zero. Thus, the leading-order equa-
tions become

u0 ¼ � @P0

@y
(31a)

v0 ¼ @P0

@x
(31b)

q0 ¼ � 1
qs

@

@z
ðqsP0Þ (31c)

1
qs

@

@z
ðqsw0Þ � bv ¼ 0 (31d)

@H0

@t
þ u0

@H0

@x
þ v0

@H0

@y
þ w0

@H0

@z
þ w0

aHs

dHs

dz
¼ 0: (31e)

In Eq. (31e), the physical meaning of the mean vertical
stratification (H�1

s dHs=dz) is as follows. In the QG scale,
this quantity represents a local stratification in a given
domain whose size is restricted by the internal Rossby
deformation radius. On the other hand, this quantity
should be interpreted as the mean vertical stratification
over a hemisphere at the planetary scale.

3.3. Multi-scale analysis

There are two different geostrophic motions in the large-
scale atmosphere, which suggests that the large-scale
atmospheric motions are shaped by the mutual interac-
tions of the two scales. The two length scales L and LD

for quasi-geostrophic and planetary geostrophic motion,
respectively, have the ratio L=LD whose order is �1=2,
where � ¼ U=ðf0LDÞ: We will rely on this Rossby number
for the planetary scale. The time scale is chosen to be the
advection time scale. Hence, there are two time scales t �
L=U and s � LD=U, satisfying s ¼ �1=2t:

Under geostrophic balance, the pressure can be
expanded as

P� ¼ P�
s ðzÞ þ q�s ðzÞf0LDUPLðX,Y , z, sÞ

þ q�s ðzÞf0LUPðx, y, z, tÞ, (32)

where fX,Y , sg are planetary-scale variables and fx, y, tg
are QG variables. We assume that the two scales separ-
ately perturbed the pressure from the mean vertical pro-
file, which leads to that PL ¼ PLðX ,Y , z, sÞ and
P ¼ Pðx, y, z, tÞ: The scale of the U is calculated based on
the planetary length scale LD, which is U ¼ �gH=ðf0LDÞ:
Therefore,

P� ¼ P0½Ps þ qsð�PL þ �3=2PÞ	 (33a)

q� ¼ q0qsð1þ �qL þ �3=2qÞ (33b)

h� ¼ h0hsð1þ �HL þ �3=2HÞ, (33c)

where the subscript ‘L’ refers to a planetary scale variable
that depends only on X, Y, z and s. The horizontal veloc-
ities are scaled by U ¼ �gH=ðf0LDÞ : u� ¼ Uu and v� ¼
Uv: Here, u ¼ uL þ ~u and v ¼ vL þ ~v, where uL and vL
represent the PG velocities and ~u and ~v represent the
QG-scale velocities. The vertical velocity is scaled by the
aspect ratio H/L. Because there are the two horizontal
length scales, the vertical velocity w� should also be
decomposed as

w� ¼ U
H
LD

wL þU
H
L

~w ¼ UH
LD

ðwL þ ��1=2~wÞ,

where wL and ~w imply the planetary-scale vertical velocity
and the QG-scale vertical one, respectively. The time and
spatial derivatives are scaled

@

@t
! @

@s
þ ��1=2 @

@t
@

@x
! @

@X
þ ��1=2 @

@x
@

@y
! @

@Y
þ ��1=2 @

@y
:

Hence, the horizontal momentum equations are as
follows:

�

�
@

@s
þ ��1=2 @

@t

� �
uþ u

@

@X
þ ��1=2 @

@x

� �
u

þ v
@

@Y
þ ��1=2 @

@y

� �
uþ ðwL þ ��1=2wÞ @u

@z

�

� ð1þ ~f Þv ¼ � 1
1þ �qL þ �3=2q

�
@

@X
þ ��1=2 @

@x

� �

ðPL þ �1=2PÞ
�
,

(34a)

�

�
@

@s
þ ��1=2 @

@t

� �
vþ u

@

@X
þ ��1=2 @

@x

� �
v

þ v
@

@Y
þ ��1=2 @

@y

� �
vþ ðwL þ ��1=2wÞ @v

@z

�

þ ð1þ ~f Þu ¼ � 1
1þ �qL þ �3=2q

�
@

@Y
þ ��1=2 @

@y

� �

ðPL þ �1=2PÞ
�
,

(34b)

where again ~f ¼ by represents the deviation from f0.
Note that the ‘effect of b’ must be considered when ~f is
differentiated with respect to y or Y. In the QG approxi-
mation, there is no confusion regarding this because b ¼
Oð�Þ such that bv appears in the first order. However, for
the PG scale, the beta effect appears at the leading order
in the continuity equation. The vertical momentum equa-
tion is as follows:
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U2H
gL2

D

qsð1þ �qL þ �3=2qÞ
�

@

@s
þ ��1=2 @

@t

� �

þ @

@X
þ ��1=2 @

@x

� �
þ @

@Y
þ ��1=2 @

@y

� �

þ ðwL þ ��1=2wÞ @

@z

�
ðwL þ ��1=2wÞ

¼ �� qsqL þ @

@z
ðqsPLÞ

� �
� �3=2

�
qsqþ @

@z
ðqsPÞ

�
:

(35a)

The continuity equation at the planetary scale should
be considered carefully. The beta effect in the planetary
scale is considered as a term in the leading order equa-
tion. The consideration of the beta effect will be shown
in the planetary equation separately from the quasi-
geostrophic equation. The continuity equation is as
follows:

�

�
@

@s
þ ��1=2 @

@t

� �
þ @

@X
þ ��1=2 @

@x

� �

þ @

@Y
þ ��1=2 @

@y

� �
þ ðwL þ ��1=2wÞ @

@z

�
ðqL þ �1=2qÞ

þ 1
qs

@qs
@z

ðwL þ ��1=2wÞð1þ �qL þ �3=2qÞ

þð1þ �qL þ �3=2qÞ
�

@

@X
þ ��1=2 @

@x

� �
u

þ @

@Y
þ ��1=2 @

@y

� �
vþ @

@z
ðwL þ ��1=2wÞ

�

¼ 0:

(35b)

Finally, the heat equation is as follows:

�

�
@

@s
þ ��1=2 @

@t

� �
þ @

@X
þ ��1=2 @

@x

� �

þ @

@Y
þ ��1=2 @

@y

� �
þ ðwL þ ��1=2wÞ @

@z

�
ðHL þ �1=2HÞ

þðwL þ ��1=2wÞ 1
Hs

dHs

dz
ð1þ �HL þ �3=2HÞ

¼ �QL,

(35c)

where QL is the thermal forcing given to planetary
motion. Its order is chosen to be Oð�Þ: The QG quantities
are expanded as follows:

~u ¼ u0 þ �1=2u1 þ �u2 þ � � � (36a)

~v ¼ v0 þ �1=2v1 þ �v2 þ � � � (36b)

~w ¼ w0 þ �1=2w1 þ �w2 þ � � � : (36c)

The planetary variables are not expanded because the
first order is enough to close the equations in this case.
The equations for Oð��1=2Þ are as follows:

@u0
@x

þ @v0
@y

þ @w0

@z
þHw0 ¼ 0 (37a)

S þ @HL

@z

� �
w0 ¼ 0, (37b)

where HðzÞ ¼ dð log qsÞ=dz and SðzÞ ¼ ��1dð logHsÞ=dz:
Hence, w0 ¼ 0 and @u0=@xþ @v0=@y ¼ 0: At O(1), the
three momentum equations are as follows:

vL ¼ @PL

@X
, v0 ¼ @P

@x
(38a)

uL ¼ � @PL

@Y
, u0 ¼ @P

@y
(38b)

qL ¼ � 1
qs

@

@z
ðqsPLÞ (38c)

q0 ¼ � 1
qs

@

@z
ðqsP0Þ: (38d)

Note that the geostrophic and hydrostatic balances are
satisfied for both scales.

The continuity equation at O(1) takes into account the
beta effect of the Y-derivative term. Using geostrophic
balance, we obtain the O(1) continuity equation,

@wL

@z
þHwL � bLvL þ @u1

@x
þ @v1

@y
þ @w1

@z
þHw1 ¼ 0, (39)

where the planetary variables are separated from the QG
variables. Therefore, we have

@wL

@z
þHwL � bLvL ¼ 0 (40a)

@u1
@x

þ @v1
@y

þ @w1

@z
þHw1 ¼ 0: (40b)

The heat equation to this order is

@HL

@s
þ @H0

@t
þ ðuL þ u0Þ @HL

@X
þ @H0

@x

� �

þðvL þ v0Þ @HL

@Y
þ @H0

@y

� �

þðwL þ w1Þ @HL

@z
þ S

� �
¼ QL:

(41)

Therefore, to this order, the planetary scale part is
closed. However, the QG equations are not closed: higher
order must be considered to close the QG equations.

The Oð�1=2Þ equations come from the horizontal
momentum equations:

@u0
@t

þ u0
@u0
@x

þ v0
@u0
@y

� v1 �
~f
�1=2

v0 ¼ � @P1

@x
(42a)

@v0
@t

þ u0
@v0
@x

þ v0
@v0
@y

þ u1 þ
~f
�1=2

u0 ¼ � @P1

@x
(42b)

These equations lead to the evolution equation for the
relative vorticity, f ¼ @v0=@x� @u0=@y:
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@f
@t

þ ðuL þ u0Þ @f
@x

þ ðvL þ v0Þ @f
@y

þ bv0

¼ � @u1
@x

þ @v1
@y

� �
¼ 1

qs

@

@z
ðqsw1Þ,

(43)

where f ¼ @2P0=@x2 þ @2P0=@y2 and b ¼ ��1=2@~f =@y: The
vorticity equation will be combined with the heat equa-
tion below.

Now, the equations for the two scales are closed. The
two scales equally contribute to balance the heat flux
with the forcing QL. In the relative vorticity equation, the
planetary velocities act as a given basic state.

4. Relationship between planetary geostrophy
and quasi-geostrophy

The leading equations in the multi-scale analysis are as
follows:

uL ¼ � @PL

@Y
, vL ¼ @PL

@X
, qL ¼ � 1

qs

@

@z
ðqsPLÞ (44a)

u0 ¼ � @P
@y

, v0 ¼ @P
@x

, q0 ¼ � 1
qs

@

@z
ðqsP0Þ (44b)

@wL

@z
þHwL ¼ bLvL (44c)

@HL

@s
þ uL

@HL

@X
þ vL

@HL

@Y
þ wL

@HL

@z
þ S

� �

¼ � @

@t
þ uL

@

@x
þ vL

@

@y

� �
H0 � @

@x
ðu0H0Þ

� @

@y
ðv0H0Þ

� w1
@HL

@z
þ S

� �
þQL

(44d)

@

@t
r2pþ ðuL þ u0Þ @

@x
r2pþ ðvL þ v0Þ @

@y
r2pþ bv0

¼ @

@z
þH

� �
w1,

(44e)

which connects the PG and QG scales. Note that the QG
equations act as a short time scale forcing on the planet-
ary scale. On the other hand, the PG motions provide a
basic mean state satisfying the geostrophic and hydro-
static balance to the QG scale. This is one of the salient
points of this paper. We investigate this relationship in
more detail below.

4.1. Zonally-symmetric case

Decoupled from the QG scale, the planetary scale motion
is in balance with the forcing QL. Hence, if QL is zonally
symmetric, the planetary scale preserves that symmetry –

in which case all X-derivative terms vanish. For example,

vL ¼ @P=@X ¼ 0, leading to @ðqswLÞ=@z ¼ 0: The radi-
ation boundary condition, j Ð10 qswL dzj<1, implies that
limqswL ¼ 0 as z ! 1: Hence, wL ¼ 0 must be chosen.
The final equations are, then

uL ¼ � @P
@Y

(45a)

@HL

@s
¼ � @

@t
þ uL

@

@x

� �
H0 � @

@x
ðu0H0Þ

� @

@y
ðv0H0Þ � w1

@HL

@z
þ S

� �
þQL

(45b)

@

@t
r2pþ ðuL þ u0Þ @

@x
r2pþ v0

@

@y
r2pþ bv0

¼ @

@z
þH

� �
w1:

(45c)

In terms of the planetary scale, we can time- and
zonal-average (denoted by the overbar and bracket, ð � Þ
and h ð � Þ i, respectively) the QG variables under the
assumption that the time-average of those variables is
close to zero. This leads to

@HL

@s
¼ QL � @

@y
hv0H0 i

� @HL

@z
þ S

� �
@2

@y2
1
qs

ðz
0
qshu0v0i dz0

� �
:

(46)

The planetary scale temperature HL evolves, due to the
imbalance between the seasonal radiative-convective forc-
ing QL and the QG eddy convergent terms. Without the
contribution of the QG eddies, the planetary heat equa-
tion becomes @HL=@s ¼ QL, which implies the seasonal
evolution of the radiative balance. Here, the dynamics in
the planetary scale are decoupled from the thermodynam-
ics. The local radiative-convective balance provides
meridional temperature gradient, which determines the
balanced zonal wind uL from the geostrophic balance.
The second term on the right side, �@hv0H0 i=@y, is the
meridional eddy heat convergence: this term is related to
the convergence of horizontal momentum flux hu0v0i:
The outgoing long-wave radiative flux depends on the
temperature: QL ¼ QLðHLÞ with HL ¼ HLðHS

LÞ, where
HS

L is a stationary potential temperature satisfying the
following:

FLðHS
LÞ � QLðHS

LÞ �
@

@y
hv0H0i

þ @HS
L

@z
þ S

� �
@2

@y2
1
qs

ðz
0
qshu0v0i dz0

� �
¼ 0:

(47)

We can view the interaction from the QG point of
view, where the planetary scale provides a mean balanced
state and the QG-scale eddies grow by baroclinic instabil-
ity. The basic relationship in the planetary scale is given
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by uL ¼ �@P=@Y , which could be used as a balanced state
for the baroclinic instability problem. A linearized potential
vorticity (PV) equation with the balanced state uL is

@

@t
þ uL

@

@x

� �
r2Pþ 1

qs

@

@z
qs

@HL=@zþ S
@P
@z

� �� �

þ b
@P
@x

¼ 0:

(48)

This equation is identical with the one used in the baro-
clinic instability problem with uL ¼ Cz: The vertical stratifi-
cation is represented by @HL=@zþ S, instead of S only. In
this work, S should be understood as the mean vertical
stratification on the hemispheric scale and @HL=@z as the
planetary-scale contribution to the local stratification.

4.2. Zonally-asymmetric case

As already shown, the planetary equations simplify to the
local energy flux balance and the geostrophic and hydro-
static balances, when FL is zonally symmetric. However,
when there are zonally-asymmetric components in QL,
the planetary equations retain all the dynamical terms,
including the Sverdrup relation and the horizontal advec-
tion of potential temperature. The PG equations with
time-averaged QG variables are as follows:

uL ¼ � @PL

@Y
, vL ¼ @PL

@X
, HL ¼ @PL

@z
(49a)

@wL

@z
þHwL ¼ bLvL (49b)

@HL

@s
þ uL

@HL

@X
þ vL

@HL

@Y
þ wL

@HL

@z
þ S

� �
¼ QL �r � u0h0
� @HL

@z
þ S

� �
r � 1

qs

ðz
0
qsu0r2P dz0

� �
:

(49c)

The main evolution equation is the heat equation,
which indicates that the difference between the forcing
and the mean horizontal heat and vorticity convergence
in QG scales is in balance with planetary-scale advection.

A balanced field with a given thermal forcing is given
by the planetary geostrophic motion without the influence
of the QG eddies. The equations for the balanced field
are as follows:

uL ¼ � @PL

@Y
, vL ¼ @PL

@X
, HL ¼ @PL

@z
(50a)

@wL

@z
þHwL ¼ bLvL (50b)

@HL

@s
þ uL

@HL

@X
þ vL

@HL

@Y
þ wL

@HL

@z
þ S

� �
¼ FL: (50c)

The linearized PV equation for the QG scale with the
given balanced field is

DQG

Dt
r2Pþ 1

qs

@

@z
qs

@HL=@zþ S
@P
@z

� �� �
þ b

@P
@x

¼ 0, (51)

where

DQG

Dt
¼ @

@t
þ uL

@

@x
þ vL

@

@y
:

This equation represents a generalized baroclinic
instability problem with a zonally asymmetric basic state.
With the given forcing QL, we could construct a balanced
field from the planetary-geostrophic equation without the
QG contributions. The linearized PV equation advected
by the planetary flow could be used to investigate the sta-
bility of the planetary flow. This formalism enables to
connect the stability of large-scale zonally-asymmetric jet
stream to the geographical distribution of the radiative
forcing. Potentially, we could investigate the role of land-
ocean distribution upon the development of synoptic
unstable waves. Furthermore, it is possible to investigate
the change of the stability of the mid-latitude jet due to
the update of the radiative forcing caused by glo-
bal warming.

4.3. Non-zonal balanced states

The implication of PG equations can be elucidated by show-
ing how to construct a balanced field with a non-zonal ther-
mal forcing. With a given large-scale heat flux, a solution to
the PG equations without the contribution of QG scales sat-
isfies both the geostrophic and the hydrostatic balances.
Such a solution could be used as an initial state for numer-
ical simulations, for example, to study the development of
QG eddies through baroclinic instability. Moreover, a long-
term simulation would lead to a statistically-stationary state
showing a balance between planetary-scale advection and
eddy convergence in the QG scale. The construction of a
balanced field from the PG equations with a given thermal
forcing would reveal the relationship between thermal forc-
ing and statistics of QG-scale eddies.

The PG equations mainly describe two major physical
processes – the Sverdrup relationship and the forced heat
equation:

1
qs

@

@z
ðqswLÞ ¼ bLvL (52a)

@HL

@s
þ uL

@HL

@X
þ vL

@HL

@Y
þ wL

@HL

@z
þ S

� �
¼ QL: (52b)

The latter equation simply shows the local temporal
change and the large-scale advection of potential tempera-
ture due to the planetary scale forcing. The interesting part
is the Sverdrup relationship, which comes from the incom-
pressible continuity in spherical geometry. It shows the rela-
tionship between vertical mass flux and meridional mass
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flux. The relationship could be represented in terms of the
mass fluxes via vertical column integral,

�qswLjz¼0 ¼ bL

ð1
0
qsvL dz, (53)

where we have assumed that limqswL ¼ 0 as z ! 1 (radi-
ation boundary condition). According to this relationship,
surface upward (downward) motion should be balanced
with equatorward (poleward) mass flux.

An important explicit example of non-zonal balanced
flow is

PL ¼ �ðCþ A sinxXÞYz (54a)

uL ¼ ðCþ A sinxXÞz (54b)

vL ¼ �AxYz cosxX (54c)

wL ¼ bLAx
H

Y cosxX zþ 1
H

� �
(54d)

HL ¼ �ðCþ A sinxXÞY (54e)

QL ¼ bLAxS
H

Y cosxX zþ 1
H

� �
, (54f)

where we assume that H and S are positive constants.
The above state is illustrated in Fig. 1. The balanced state
is characterized by the zonal variability of baroclinicity,
measured by meridional temperature gradient @H=@Y ¼
�ðCþ A sinxXÞ: If A and x are small, vL and wL are
both negligible. This basic state has been used to investi-
gate the local baroclinic instability (Pierrehumbert, 1984).
Figure 1(a) and (d) shows the zonal and meridional struc-
ture of the pressure PL and thermal forcing QL on the
three vertical levels. The zonal variability of baroclinicity
originates from the zonally-varying force QL, which is
reflected in potential temperature (colour) with geo-
strophic winds (arrows) in the surface (b) and an upper
level (c). The zonally-varying pressure PL leads to the
nonzero meridional velocity vL and the vertical velocity
wL, which is shown in (e) and (f) for two different
X positions.

Another example describes a balanced state where
zonal-asymmetry, originated mainly from surface thermal
forcing, disappears with height. This is closer to a realis-
tic atmosphere. The example is

Fig. 1. The velocity, temperature and forcing associated with the pressure field, P ¼ �ðCþA sinxXÞ Y z: The vertical and horizontal
structure of P is shown in three representative vertical levels (a). The horizontal wind vector fields with streamlines in lower level
(z¼ 0.1) and high level (z¼ 1.0) are shown in (b) and (c), respectively. The horizontal structures of the driving forcing QL are shown in
the three vertical levels in (d). The meridional and vertical velocity with the forcing QL in Y – z plane is shown in (e) and (f), where two
different X values are chosen as X ¼ �1:0 (e) and X¼ 0 (f) and the colour represents the forcing QL.
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PL ¼ �CYzþ Ae�cz sinx (55a)

uL ¼ Cz (55b)

vL ¼ �Axe�cz sinxX (55c)

H ¼ �CY � cAe�cz cosxX (55d)

wL ¼ bLAx
cþH

e�cz sinxX (55e)

QL ¼ CxAð1þ czÞe�cz sinxX

þ SbLAx
cþH

e�cz sinxX

þ bLxA
2c2

cþH
e�2cz sinxX cosxX :

(55f)

This is constructed by the given pressure (or stream-
line) PL representing the sum of a zonal symmetric field
�CYz and a zonal asymmetric one Ae�cz sinxX: The
zonal asymmetric one is confined near the surface, which
is described by the exponential decay with height. The
zonal velocity uL is only dependent upon z with the shear
C and the meridional velocity vL is concentrated near the
surface. This state is illustrated in Fig. 2.

Figure 2(a) depicts the pressure fields on three vertical
levels, showing the decrease of zonal asymmetry with height.
The potential temperature (colour) and velocities (arrows)
on surface (b) and on an upper level (c) are also shown.
The zonal asymmetry identified by ‘wavy’ patterns on the

surface diminishes almost entirely in upper levels. The rele-
vant thermal forcing QL also decreases exponentially with
height (d), implying that it is only influential near the sur-
face. Figure 2(e) and (f) shows the meridional and vertical
velocities on cold and warm surfaces, respectively. When the
surface is cold (warm), wind takes downward (upward) and
poleward (equatorward) directions.

The above two examples are the solutions of the
planetary geostrophic motion without the influence of
QG scales. The balanced state is the energy source for
the growth of QG eddies through the baroclinic instabil-
ity. Thus, identifying a balanced state is crucial for a
physical interpretation of the statistics of geostrophic
eddies in the atmosphere. For example, in the Northern
hemisphere, land–sea contrast is one of the major factors
controlling the spatial distribution of geostrophic eddies.
Hence, it should be possible to initialize a numerical cal-
culation of a balanced state with the thermodynamic forc-
ing induced by the land–sea contrast, which could reveal
the role of zonal asymmetry from the land–sea contrast
on the baroclinic growth of synoptic waves and its feed-
back to the balanced state.

5. Discussion

Large-scale atmospheric dynamics is controlled by proc-
esses of different scales and the interactions between

Fig. 2. Same as in Fig. 1 with the different pressure field P ¼ �CY zþAe�cz sin ðxXÞ:
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them. Unravelling the interactions – and ultimately
understanding the dynamics in full – requires a systematic
approach. In this paper, we have used an asymptotic
approach to identify two separate scales in large-scale
atmospheric dynamics and to understand the mutual
interactions between them. Multi-scale analysis, in par-
ticular, is used in spatial and temporal domains to eluci-
date the interactions.

The two scales are distinguished by noting how the
thermodynamic variables are scaled by the Rossby num-
ber �. These variables are scaled by a length scale given
by the meridional temperature gradient DT and the aver-
aged surface temperature T0. Two important parameters
in this work, � and a � DT=T0, are related by a ¼ F�,
where F is the inverse Burger number. When a is scaled
by �2, the O(1) equations reflect the geostrophic and
hydrostatic balances, wherein the continuity and heat
equations are automatically satisfied. However, at this
order, the equations are degenerate and a unique solution
is not available. To construct a closed equation set, we
have considered the order Oð�Þ, which leads to the QG
vorticity equation: this is the classic equation explaining
the development and saturation of synoptic waves, essen-
tial to weather phenomena. In contrast, when a is scaled
by �, the continuity and heat equations survive at the
leading order. The former simplifies to the ‘Sverdrup rela-
tion’, and the latter governs the evolution of the main
dynamics. Here, a given large-scale thermodynamic forc-
ing can lead to a unique state satisfying the hydrostatic
and geostrophic balances – the state of PG motion.

In this work, we have argued that the variation and
structure of the large-scale atmospheric motion can be
viewed in terms of the interaction of two geostrophic
motions. One motion, the PG motion, can be interpreted
as a balanced field directly forced by large-scale radia-
tive-convective imbalance, as just noted, and the other
motion, aptly descried by the familiar QG vorticity equa-
tion, governs the life cycle of synoptic waves that grow
via the energy extracted from the balanced field.

The interaction is systematically revealed in a multi-
scale analysis, in which the PG motion provides the mean
field in the QG vorticity equation. The mean field pro-
vides the background condition, for example, for the
growth of QG perturbations. It is important to note that
baroclinic instability problems studies thus far have
mainly employed zonally-symmetric flow with vertical
shear represented often with a simple linear dependence
with height. However, such a setup is not realistic. Our
approach affords a generalisation of the traditional baro-
clinic instability study (cf., Figs. 1 and 2), by permitting
the instability to be directed connected to the large-scale
heat flux imbalance. Such connection may be significant

in the current discussion about the impact of global
warming on the weather.

Another significant perspective addressed through the
multi-scale analysis is the construction of a statistically-
stationary large-scale flow – i.e. PG motion forced by
both the large-scale radiative imbalance and the QG
eddies. Averaging the QG variables in time domain shows
the contribution of the QG motion to the slow time evo-
lution of the PG motion. The time-averaged horizontal
heat flux convergence and vertically-integrated relative
vorticity flux convergence act as forcing in the planetary
heat equation. Then, the PG motion is balanced by the
radiative imbalance and the heat and vorticity flux con-
vergences. The mutual interaction of the two scales dis-
cussed in this work extended the study by Dolaptchiev
and Klein (2013), in which the PG and the QG are con-
nected solely through the time evolution of the barotropic
component of background pressure.
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