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Abstract 

Background  Artificial intelligence (AI) has a variety of potential applications in health professions education 
and assessment; however, measurable educational impacts of AI-based educational strategies on learning outcomes 
have not been systematically evaluated.

Methods  A systematic literature search was conducted using electronic databases (CINAHL Plus, EMBASE, Proquest, 
Pubmed, Cochrane Library, and Web of Science) to identify studies published until October 1st 2024, analyzing 
the impact of AI-based tools/interventions in health profession assessment and/or training on educational out-
comes. The present analysis follows the PRISMA 2020 statement for systematic reviews and the structured approach 
to reporting in health care education for evidence synthesis.

Results  The final analysis included twelve studies. All were single centers with sample sizes ranging from 4 to 180 
participants. Three studies were randomized controlled trials, and seven had a quasi-experimental design. Two 
studies were observational. The studies had a heterogenous design. Confounding variables were not controlled. 
None of the studies provided learning objectives or descriptions of the competencies to be achieved. Three studies 
applied learning theories in the development of AI-powered educational strategies. One study reported the analysis 
of the authenticity of the learning environment. No study provided information on the impact of feedback activities 
on learning outcomes. All studies corresponded to Kirkpatrick’s second level evaluating technical skills or quantifi-
able knowledge. No study evaluated more complex tasks, such as the behavior of learners in the workplace. There 
was insufficient information on training datasets and copyright issues.

Conclusions  The results of the analysis show that the current evidence regarding measurable educational outcomes 
of AI-powered interventions in health professions education is poor. Further studies with a rigorous methodological 
approach are needed. The present work also highlights that there is no straightforward guide for evaluating the qual-
ity of research in AI-based education and suggests a series of criteria that should be considered.

Trial registration  Methods and inclusion criteria were defined in advance, specified in a protocol and registered 
in the OSF registries (https://​osf.​io/​v5cgp/). Clinical Trial number: not applicable.
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Introduction
Artificial intelligence (AI) has a variety of potential appli-
cations in health professions education, such as personal-
ized learning or performance assessment [1–3]. A large 
amount of information can be used to evaluate the per-
formance and progress of students using AI-based learn-
ing analytics tools [4–6]. Although AI has produced 
promising results, it also raises important doubts and 
concerns [1, 7]. Variable accuracies of AI-based educa-
tional models have been reported [4, 6]. For example, 
large language models (LLMs) such as the generative 
pretrained transformer can yield variable responses irre-
spective of the prompts used [8, 9]. Educators must be 
aware of the potential inaccuracy of generated data when 
deciding what teaching strategy to adopt. AI can also lead 
to challenges in terms of the standardization of teaching 
and create disparities in access to AI-based technologies 
[10]. Many AI-based tools used in clinical settings are 
designed to provide assistance to clinicians rather than 
increase their knowledge [11, 12]. Literature data also 
indicate some situations, which may negatively impact 
the development of critical thinking and/or clinical rea-
soning of learners, such as an overreliance on AI-tool 
generated responses, a lack of original thoughts of learn-
ers, or a lack of contextual understanding of the AI-gen-
erated responses [13]. In fact, medical expertise involves 
not only knowledge of pathophysiology but also cognitive 
reasoning strategies in specific clinical situations [14].

When developing AI-based pedagogical strategies, one 
must keep in mind how to measure the attainment of 
learning outcomes. Student learning can be measured on 
different levels, such as a model proposed by Kirkpatrick 
[15], which enables the evaluation of training effective-
ness from the reactions of participants to their perfor-
mance in a workplace-based environment. Nevertheless, 
to evaluate AI-powered educational interventions in 
health professions education, several other aspects must 
be considered, such as the availability of users’ data, the 
datasets used to train machine learning (ML) models or 
the pertinence of a given model to the educational needs 
of a specific institution [16]. Another important element 
that must be taken into account is the risk related to 
model bias, such as inaccuracies in datasets or anormal 
conclusions of algorithms [1, 17, 18]. Generative AI can 
be a source of academic misconduct and misuse of AI-
generated data [1, 19]. This raises legal and ethical ques-
tions such as the protection of personal data [7].

The literature available in this research field [2, 7, 13, 
20–23] has reported a broad potential utility of AI for 
training purposes in health professions education but 
there was no been no deep analysis of learning impact. 
In the scoping review, Gordon et  al. [24] synthesized 
278 publications showing a large spectrum of stages, 

specialties and uses of AI in medical education. Most 
studies reflected early adaptation phases. Only a few 
papers reported the application of AI for longitudinal 
educational changes. Lee et  al. [25] reviewed 22 publi-
cations regarding utilization of AI in the undergraduate 
medical education. There was an important heterogene-
ity of studies and a weak concordance concerning cur-
ricular content and its provision. Another scoping review 
[2] provided a thematic analysis of 41 publications on 
generative AI in medical education. The results revealed 
diverse potential applications such as self-directed teach-
ing, simulation, and writing support. Nevertheless, the 
review also pointed on important matters (academic 
integrity, accuracy of information and possible negative 
effects on learning). Stamer et al. [22] reviewed 12 stud-
ies concerning training of healthcare professionals in 
communication and identified two main formats of AI-
driven tools this context: virtual reality simulation (VRS) 
with avatars and text or audio debriefing or evaluation. 
Performance of virtual patients was considered behind 
human performance in communication skills; therefore, 
motivation was shown as a main factor driving the use of 
AI-tools by learners. Chary et al. [20] systematically ana-
lyzed 14 studies reporting recent applications of natural 
language processing (NLP) in emergency medicine. The 
authors suggested that NLP could be useful to better 
track the progression of residents in emergency medi-
cine. Levin et al. [26] systematically analyzed 19 studies 
that assessed ChatGPT’s 3.5 performance in exams with 
multiple-choice questions. The authors identified heter-
ogenous design of studies with missing data, and poten-
tial overevaluation of ChatGPT’s performance. Lucas 
et al. [13] provided a systematic analysis of 40 reports on 
the utilization of LLM in medical education. The study 
identified advantages of LLM such as personalized learn-
ing as well as concerns regarding data accuracy. Almost 
half of the papers included that review assessed perfor-
mance of LLM in medical examinations. Other papers 
focused on future uses of LLM in medical education.

To our knowledge, the measurable effects of AI-based 
strategies on educational outcomes have not been system-
atically assessed [1–3, 24, 25]. The aim of this review was 
to perform a systematic analysis of the available literature 
regarding the measured effect of AI-powered strategies 
on educational outcomes in health professions education.

Methods
Data sources and searches
The literature search was conducted using the CINAHL 
Plus, EMBASE, Proquest, PubMed, Cochrane Library 
and Web of Science electronic databases to identify rel-
evant articles in English and French until October 1st 
2024. Published recommendations were followed to 
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create a search strategy [27, 28]. The search strategy is 
detailed in Table 1. The reference lists from the primary 
search were also searched manually to find additional 
eligible studies. For studies with multiple publications, 
only landmark trial reports were used as references 
[29]. Attempts were made to contact the corresponding 

authors via email where publications were not available 
as full texts.

Study selection
This review considered studies analyzing a measured 
effect on the educational outcomes of AI-based tools/

Table 1  Search strategy

CINAHL Plus
1st Oct 2024
1974 – 2024
Find all my search terms
364 results
(“medical student” OR “medical trainee” OR “health professional” OR “intern” OR “resident” OR “nurse”) AND (ai OR a.i. OR artificial intelligence OR chat-
GPT OR Chatbot OR chatterbot OR machine learning OR deep learning OR natural language OR neural network) AND (assist* OR coach* OR feed-
back OR suggest* OR guid* OR remote OR online) AND (assessment OR eval* OR metrics OR automatic OR electronic OR individual OR personalized 
OR target* OR motiv* OR autonomy* OR determin*) AND (dashboard OR display OR track* OR map*) AND (patient OR medical record OR clinical record 
OR health record OR notes OR outcome OR result OR performance OR competence)

EMBASE
1st Oct 2024
1974 - 2024
299 results
(“medical student” OR “medical trainee” OR “health professional” OR “intern” OR “resident” OR “nurse”) AND (ai OR a.i. OR artificial intelligence OR chat-
GPT OR Chatbot OR chatterbot OR machine learning OR deep learning OR natural language OR neural network) AND (assist* OR coach* OR feed-
back OR suggest* OR guid* OR remote OR online) AND (assessment OR eval* OR metrics OR automatic OR electronic OR individual OR personalized 
OR target* OR motiv* OR autonomy* OR determin*) AND (dashboard OR display OR track* OR map*) AND (patient OR medical record OR clinical record 
OR health record OR notes OR outcome OR result OR performance OR competence)

Proquest
1st Oct 2024
1974 – 2024
Filters (scholarly journals or trade journals or other sources; Articles and revues; English and French)
505 results
(“medical student” OR “medical trainee” OR “health professional” OR “intern” OR “resident” OR “nurse”) AND (ai OR a.i. OR artificial intelligence OR chat-
GPT OR Chatbot OR chatterbot OR machine learning OR deep learning OR natural language OR neural network) AND (assist* OR coach* OR feed-
back OR suggest* OR guid* OR remote OR online) AND (assessment OR eval* OR metrics OR automatic OR electronic OR individual OR personalized 
OR target* OR motiv* OR autonomy* OR determin*) AND (dashboard OR display OR track* OR map*) AND (patient OR medical record OR clinical record 
OR health record OR notes OR outcome OR result OR performance OR competence)

Medline Pubmed
1st Oct 2024
1974 – 2024
Search mode: all fields
 3,858 results 
(“medical student” OR “medical trainee” OR “health professional” OR “intern” OR “resident” OR “nurse”) AND (ai OR a.i. OR artificial intelligence OR chat-
GPT OR Chatbot OR chatterbot OR machine learning OR deep learning OR natural language OR neural network) AND (assist* OR coach* OR feedback 
OR suggest* OR guid* OR remote OR online) AND (assessment OR eval* OR metrics OR automatic OR electronic OR individual OR personalized OR tar-
get* OR motiv* OR autonomy* OR determin*) AND (dashboard OR display OR track* OR mapp*) AND (patient OR medical record OR clinical record 
OR health record OR notes OR outcome OR result OR performance OR competence)

The Cochrane Library
1st Oct 2024
1974 – 2024
Reviews and Trials
161 results
(medical student OR medical trainee OR health professional OR intern OR resident OR nurse) AND (ai OR artificial intelligence OR chatGPT OR Chatbot 
OR machine learning OR deep learning OR natural language OR neural network) AND (assist OR coach OR feedback OR suggest OR guide OR remote 
OR online) AND (dashboard OR display OR track OR map) AND (patient OR medical record OR clinical record OR health record OR notes OR outcome 
OR result OR performance OR competence)

Web of sciences
1st Oct 2024
1974 – 2024
Core collections
795 results
(medical student OR medical trainee OR health professional OR intern OR resident OR nurse) AND (ai OR artificial intelligence OR chatGPT OR Chatbot 
OR machine learning OR deep learning OR natural language OR neural network) AND (assist OR coach OR feedback OR suggest OR guide OR remote 
OR online) AND (dashboard OR display OR track OR map) AND (patient OR medical record OR clinical record OR health record OR notes OR outcome 
OR result OR performance OR competence)
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interventions in health professions assessment and/or 
training. Studies including health care professionals and 
undergraduate or postgraduate health care students or 
health care professionals were all considered eligible. 
Articles with no original data, studies not reporting edu-
cational outcomes, reviews, surveys, case reports, com-
ments, letters, brief communications, book chapters, 
study protocols, preprints that had not undergone peer 
review, and studies published only as abstracts or confer-
ence proceedings were excluded. Furthermore, studies 
describing the development/validation of an AI-based 
technology, studies evaluating the performance/accuracy 
of AI-based technology/algorithms with no educational 
outcomes, and studies exclusively describing the experi-
ence or satisfaction of study participants were excluded. 
The inclusion and exclusion criteria for the present 
review are detailed in Table 2.

Data extraction
The titles and abstracts of all the citations identified by 
the literature search were reviewed independently by two 
investigators both experts in medical education (E.F. and 
H.H., who were blinded to the research question). Eligible 
articles were analyzed as full texts by the two investiga-
tors with 89% initial concordance (ICC 0.978 calculated 
using the IBM SPSS Statistics 30.0), which increased to 
100% following discussion. Data collection was recorded 
on a shared MS Word document. All outcomes and 

variables for which data were gathered are provided in 
the Tables and Supplementary material. The following 
data were extracted from the Cochrane Consumers and 
Communication Review Group’s data extraction template 
(http://​cccrg.​cochr​ane.​org/​author-​resou​rces): (a) author, 
year, geographical region, setting; (b) type of study: com-
parator group if applicable; (c) characteristics of IA-based 
strategy, characteristics of study participants, specialty; 
(d) inclusion criteria, exclusion criteria; (e) description 
of intervention, teaching modality, educational concept; 
(f ) length of study, duration of follow-up; (g) outcomes, 
key conclusions; (h) and results of sensitivity analyses. 
Any missing information or disagreement in the data 
extracted by the two investigators was discussed, if nec-
essary, with a third investigator (E.H-D. expert in medical 
education) and resolved.

Protocol and registration
Methods and inclusion criteria were defined in advance, 
specified in a protocol and registered in the OSF regis-
tries [30].

Quality assessment
All studies that fulfilled the inclusion criteria were 
assessed independently by E.F. and H.H. The appraisal 
tools used to evaluate the quality of the included stud-
ies are summarized in Supplementary Table 1. There are 
no appropriate frameworks for evaluating the quality of 

Table 2  Inclusion and exclusion criteria

Inclusion criteria Exclusion criteria

Published until May 13th 2024 in following databases: CINAHL Plus, 
EMBASE, Proquest, Pubmed, the Cochrane Library and Web of sciences 
or identified by manual search of references

Studies published after May 13th 2024 or personal communication 
not published in a peer-reviewed journal

Original study No original data, reviews, comments, letters, study protocols, viewpoints, 
case reports or brief communications

Original study published in a peer-reviewed journal Book chapters, preprints, or studies only published as abstracts or confer-
ence proceeding

Any kind of AI-based educational system with a description, such 
as machine learning (e.g., neural network to learn from data and perform 
tasks within a tutoring system)

AI-based educational system not specified

Health profession education that includes medical students, medical 
trainees, health profession trainees, health professionals, interns, residents, 
and nurses

Not health professions such as psychology

AI-based technology targeting training or assessment in health profession 
education

Studies focused solely on the development/validation of an AI-based tech-
nology or the evaluation of performance/accuracy of AI-based technology/
algorithm

Focus on providing assessment of learning/behavior or performance, 
focus on monitoring/tracking learning progression or self-assessment 
of learning/training

Focus on providing training programs or scenarios without evaluation 
of educational outcomes

Address a measured effect on educational outcomes of AI-based tools/
interventions in health profession education or training

Studies not reporting educational outcomes

Educational outcomes refer to measurable data that are collected by AI-
based technology to support learning

Focus on data related to the satisfaction/experience with the use of AI-
based technology or the satisfaction/experience with an AI-based educa-
tional strategy including qualitative studies

http://cccrg.cochrane.org/author-resources
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AI-powered interventions in health professions educa-
tion. The existing TRIPOD (Transparent Reporting of a 
multivariable prediction model for Individual Prognosis 
of Diagnosis) criteria [31] principally evaluate aspects 
regarding the development or evaluation of the perfor-
mance of an AI-based prediction model and predicted 
outcomes. AI-based interventions need to be evaluated 
in several aspects: (i) external validation using sepa-
rate data sets and specific algorithms; (ii) data accuracy 
and communication of uncertainty; (iii) approaches 
used for introducing decision support algorithms; (iv) 
sources of data, missing information and censoring 
[32]. We were unable to identify any appropriate frame-
works to evaluate the quality of AI-powered interven-
tions in health professions education. Therefore, the 
quality of interventions involving machine learning and 
AI was evaluated according to the recommendations of 
Bates et al. [32] (Supplementary Table 2). Randomized 
trials were assessed via the Consolidated Standards of 
Reporting Trials (CONSORT) guidelines (Supplemen-
tary Table 3) [33]. A checklist for artificial intelligence 
in medical imaging (CLAIM) was used for studies 
including AI in radiology [34] (Supplementary Table 4). 
The risk of bias was assessed using the Cochrane Col-
laboration’s tools (RoB 2.0) for randomized trials [35] 
(Supplementary Table  5) and the appropriate version 
of risk of bias (ROBINS-1) for nonrandomized studies 
[36] (Supplementary Table  6). For observational stud-
ies, the Strengthening the Reporting of Observational 
Studies in Epidemiology (STROBE) [37] statement was 
used (Supplementary Table  7). Finally, assessment of 
certainty in the data records was performed using the 
GRADE approach [38] with five determinants of qual-
ity of the studies: (i) limitations of design and execu-
tion (risk of bias); (ii) inconsistency (heterogeneity); 
(iii) indirectness (components guiding the formulation 
of a research question); (iv) imprecision (number of 
items, number of participants, confidence intervals); 
and (v) publication bias. The GRADE framework ena-
bles one to reduce the level of certainty for each of the 
parameters and to make recommendations for prac-
tice: certainty very low, low, moderate and high (Sup-
plementary Table 8). This approach is applied mainly in 
the evaluation of clinical studies [38]. The quality of the 
papers included in the present work was evaluated via 
the abovementioned tools independently by a second 
investigator (H.H.). Disagreements in data extraction 
were resolved by consensus, if necessary, after discus-
sion with a third author (E.H-D.).

Data analysis
The primary outcome was a measured effect on the edu-
cational outcomes of AI in training and assessment in 

health professions education, expressed as a performance 
score. The best practice in systematic reviews is to gen-
erate a meta-analysis of the outcomes to synthesize the 
results from numerous studies [29]. This requires stud-
ies to be sufficiently similar so that their outcomes can be 
pooled and compared [29]. Unfortunately, for this cur-
rent review, the articles identified were heterogeneous 
in that a meta-analysis could not be usefully carried out. 
This review provides a synthesis of the included stud-
ies without a meta-analysis. The present analysis follows 
the PRISMA statement for systematic review articles 
[39] (Supplementary Table 9) and the Synthesis Without 
Meta-analysis (SWiM) guidelines [40] (Supplementary 
Table  10), given the absence of standards for report-
ing systematic reviews in health profession education. 
We also followed the STORIES statement (STructured 
apprOach to the Reporting In healthcare education of 
Evidence Synthesis) [41] (Supplementary Table  11) and 
BEME guidance [28].

To gain better insight into the educational impact, the 
analysis focused on educational theories and concepts 
used by different AI-powered interventions. In addition 
to outcome measures, the impact of AI-based educa-
tional interventions was evaluated according to the model 
proposed by Kirkpatrick [15] because of its capacity to 
assess learning effectiveness at different levels, including 
the workplace-based environment. As the intention was 
to examine the real impact of AI-powered educational 
interventions on the progression of learners, the focus 
was on the effects on educational outcomes rather than 
the attitudes or motivations of learners toward the use of 
AI-based tools. Therefore, this review explored levels 2, 3 
and 4 in detail according to Kirkpatrick’s model.

Herrington’s authentic learning concept [42] was used 
to assess the authenticity of the AI-powered learning 
environments proposed by different studies. According 
to Herrington [43], an authentic learning environment 
may enhance the engagement of students and ameliorate 
learning outcomes. Herrington refers to the concept sug-
gested by Brown et  al. [44], indicating that purposeful 
learning has to be set to the environment within which 
it will be applied. Herrington indicates several elements 
constituting online situated learning, such as real-world 
context, activities with real-life relevance, rapid com-
munication with experts, exploration of the topic from 
various points of view, collaborative activities and reflec-
tion on learning. On the basis of Herrington’s concept, 
the following elements and their application by different 
studies were comprehensively searched: (i) authentic-
ity in learning reflecting the modality in which the skills 
will be applied in real life; (ii) authentic activities hav-
ing real practical relevance; (iii) mastery performance 
accessible to enhance learning; (iv) learning environment 
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exploring various perspectives; (v) collaborative activities 
to construct new knowledge; (vi) reflective practice; (vii) 
articulation of different learning activities; (viii) learning 
instructions and coaching; and (ix) authentic evaluation 
of learning.

Results
Literature search results
The search strategy yielded 6148 citations, 164 of which 
were duplicates, and 2 records were identified through 
manual search, generating a total of 142 records evalu-
ated for eligibility (Fig.  1). Among these 142 studies, 
130  were excluded for the following reasons: confer-
ence abstract (n = 3), development or evaluation of an 
AI-based tool without educational outcomes (n = 41), 
full text not available (n = 2), letter to editor (n = 1), no 
abstract available (n = 1), no educational purpose (n = 2), 
not an original study (n = 31), preprints that had not 
undergone peer review (n = 6), review (n = 12), study pro-
tocol (n = 1), and survey (perceptions/attitudes/knowl-
edge about AI) (n = 30) (see Supplementary Table 12 for 
details of the articles excluded from the review). This 
resulted in 12 studies being eligible for the final analy-
sis. For two publications, which were not available as full 
texts, attempts to contact the corresponding authors via 
email were made but with no response.

Description of the studies
A total of 12 studies were included in the final analysis [45–
56]. All studies were published between 2019 and 2024. 

Three studies were conducted in Singapore [50, 51, 53], two 
in China [45, 55], two in the USA [54, 56], one in France 
[46], one in Germany [52], one in Italy [47], one in Japan 
[48] and one in Korea [49]. Four studies targeted nursing 
education [49–51, 53], one focused on interprofessional 
training [54], and the others focused on medical students, 
residents or physicians. The sample size ranged from 4 to 
180 participants. All included studies were single-center 
studies. Ten studies included an experimental design. Of 
these, three [45, 48, 50] were randomized controlled trials, 
and seven had a quasi-experimental designs [47, 49, 51, 53–
56]. Two studies were observational [46, 52].

Quality assessment results
Randomized trials were assessed using the CONSORT 
guidelines (Supplementary Table  3) and the Rob-2 tool 
[35] (Supplementary Table  5). Two randomized con-
trolled trials had a high overall risk of bias [45, 50], and 
one had some concerns [48]. All quasi-experimental 
studies were rated to have a serious overall risk of bias 
(Supplementary Table  6). As detailed in Supplementary 
Table  2, the accuracy of the AI-based educational tech-
nologies was not evaluated, or information regarding 
the accuracy of the AI tool was not disclosed [45, 48–51, 
53–55]. In one study [47], the accuracy of generating the 
diagnostic hypothesis via the AI tool was not assessed 
given the absence of an appropriate test. In the study 
by Zech et al. [56], the ground truth was established by 
consensus among three radiologists and did not include 
clinical data.

Fig. 1  Flowchart
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Several studies may be biased in reporting their key 
findings [49, 51, 53–56]. The results of two studies were 
based on self-reported evaluations of educational out-
comes [49, 53]. In one study [55], the students chose on 
a voluntary basis to participate in additional expert-led 
or expert- and AI-led sessions. In two studies [54, 56], 
repeated participation in the simulation scenario could 
influence the results. In the study by Zech et al. [56], par-
ticipants reviewed the same set of cases both without and 
later with AI, overestimating potential improvements in 
clinical performance. The conclusions of the study were 
further complicated by the small size of each subgroup 
and variabilities in the level of training of the partici-
pants. A majority of the experimental studies were quasi-
experimental and lacked appropriate controls. In both 
nonexperimental studies [46, 52], confounding variables 
were not controlled. In the study by Meetschen [52], 
the ground truth was not established by cross-sectional 
imaging but by the consensus of experts. A list of items 
according to the STROBE statement is presented in Sup-
plementary Table 7.

None of the studies indicated what measures were 
undertaken to protect the personal data of learners and 
instructors, including the future use of the collected 
information. Copyright issues of commercially used AI-
based tools were not reported [45, 46, 48, 52, 55, 56]. On 
the basis of the GRADE approach [57], the quality of evi-
dence of experimental studies was considered low to very 
low. A certainty assessment of randomized controlled 
studies and quasi-experimental studies is presented in 
Supplementary Table  8. There was no statistical control 
for confounding variables. Owing to the heterogene-
ity of the identified articles and the overall risk of bias 
being judged as high, a meta-analysis was considered 
inappropriate. Consequently, a descriptive analysis was 
performed.

Objectives and outcomes of the studies
The aims and design of each study included in this 
analysis are detailed in Table  3. A description of the AI 
technology used by the included studies is provided 
in Supplementary Table  13. The main outcomes of the 
included studies are detailed in Table 4.

Experimental studies
A total of 10 experimental studies were included. The 
sample size ranged from 7 to 180 participants. The dura-
tion of the studies ranged from 20 min to 3 months. The 
following topics were covered by different studies: per-
formance during endoscopic procedures [45]; medical 
interviewing [48]; clinical care [50]; interprofessional 
communication [50, 51, 54]; clinical reasoning [47]; 
confidence in medication administration [49]; image 

interpretation [53, 56]; and ligature/suturing training 
[55].

AI-based tools have been used for various learning 
purposes: diagnosis and recognition [45, 55], medical 
interview assistance [48], medication administration [49], 
image interpretation [53, 56] and VRS [47, 50, 51, 54]. 
Three studies used large language models [47, 50, 51] to 
engage learners in VRS with avatars in human-like con-
versations. The results of a randomized controlled study 
that included 65 nursing students by Liaw et  al. [50] 
revealed that 2 h of AI-powered VRS improved the sepsis 
care knowledge of nursing students; however, a human-
controlled group significantly improved self-efficacy in 
interprofessional communication. In a quasi-experimen-
tal study that included 32 students, Liaw et al. reported 
promising results of AI-powered VRS in enhancing the 
knowledge of students regarding skills in interprofes-
sional communication [51]. Comparable results were 
shown by Shorey et al. [53], suggesting potential benefits 
of AI-based VRS in improving the communication self-
efficacy of students. However, the lower scores for clinical 
communication performance indicated some concerns 
regarding the authenticity of virtual patient simulation 
(VPS). All three studies suggested that future develop-
ments are needed to increase the benefits of AI-powered 
avatars in teaching communication skills. Truong et  al. 
[54] proposed virtual reality (VR)-based simulation train-
ing in the management of operating room fires. More 
than 50% of the study participants (97/180) successfully 
passed after the 4th or 5th tentative (VR with help by AI), 
with only 24% passing (43/180) without AI. The authors 
demonstrated the feasibility and effectiveness of the VR 
approach powered by AI for teaching these skills. Fur-
lan et  al. [47] proposed VPS for clinical diagnostic rea-
soning. The authors provided outcomes of a knowledge 
test administered shortly after 2 h of VPS to a group of 
15 undergraduate medical students. The performance of 
two students worsened after simulation, and that of one 
student did not change. The authors suggested that the 
combination of intelligent tutoring system (ITS) and VPS 
AI-powered strategies may represent a training tool in 
diagnostic reasoning in situations in which students have 
limited possibilities to attend clinical wards. Kim et  al. 
[49] developed a learning chatbot for medication admin-
istration that enhances the self-directed learning skills of 
students. The chatbot was designed for new nurses with-
out clinical experience. A 2-week trial, which included 17 
participants, revealed improvements in the confidence of 
the nurses in their medication administration knowledge. 
Kanazawa et  al. [48] reported that an AI-powered tool 
for conducting medical interviews improved diagnostic 
skills and decreased the consultation times of partici-
pants (n = 20). An & Wang [45] and Yang & Shulruf [55] 
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reported the potential value of AI-led systems in learning 
technical skills. Zech et al. [56] reported potential impli-
cations of AI-based imaging interpretation assistants in 
improving the accuracy of residents (n = 5) in detect-
ing fractures compared with attending subspecialized 
training.

Non‑experimental studies
Both included non-experimental studies [46, 52] had 
retrospective designs and small numbers of partici-
pants. Chassagnon et al. [46] reported that AI improves 
the performance of radiology residents (n = 8) in the 

interpretation of pulmonary radiographs; however, AI 
cannot be used alone as a teaching strategy. Similarly, 
Meetschen et al. [52] reported that AI support improved 
the ability of radiology residents to identify fractures 
(n = 4), indicating its potential application as a training 
tool.

Teaching modalities and theoretical concepts used by studies
The theoretical concepts and teaching modalities used by 
the included studies are presented in Table 5. Simulation 
was the most common teaching modality reported by 8 
studies [45, 47, 48, 50, 51, 53–55]. Of these, six studies 

Table 3  Aims and design of the included studies

AI artificial intelligence, DL deep learning, ITS intelligent tutoring system, VPS virtual patient simulation, VRS virtual reality simulation

Author/Year Aim Design Study duration

Randomized controlled studies
An et Wang 2023 [45] To evaluate the impact of AI-powered 

diagnostic and detection system in training 
of gastroscopy on students’ performance

Single center 3 months

Kanazawa 2023 [48] To assess the efficacity (i.e., amelioration 
of diagnostic precision) of an AI-powered 
medical interview-assistance system

Single center, open-label, crossover trial 20 min

Liaw 2023 [50] To assess the efficacy of an AI-controlled 
physician compared to a human-controlled 
physician to train nurse students in the sepsis 
care and in interprofessional communication

Single center trial (pretest–posttest design) 2 h (2 simulation scenarios)

Quasiexperimental studies
Furlan 2021 [47] To construct VPS based on natural language 

associated with ITS for diagnostic reasoning
Single center, one-group pretest–posttest 
design

2 h

Kim 2024 [49] To construct a chatbot promoting the self-
directed learning capacities of new nursing 
students on medication administration

Single center one group pretest–posttest 
design

2 weeks

Liaw 2023 [51] To evaluate students’ competencies in com-
munication with an AI-based physician 
in a VRS context

Single center mixed-method, one-group 
pretest–posttest design

2 h

Shorey 2023 [53] To evaluate the application of VPS in pre-
paring nurse students for communication 
with patients and health care providers

Single center, pretest and posttest design, 
single group

2-years

Truong 2022 [54] Ability of health care professionals to solve 
an AI-assisted VRS operating room fire 
scenario

Single center pre/posttest study 2 weeks

Yang et Shulruf 2019 [55] To evaluate whether an AI-based system tutor-
ing course improves suturing/ligature skill 
acquisition by medical interns

Single center comparative study 10 weeks

Zech 2024 [56] To evaluate the effect of an openly available 
AI model on physicians’ capacity to interpret 
upper extremity pediatric radiographs

Single center pre–posttest design 4 weeks

Observational studies
Chassagnon 2023 [46] To assess the impact a DL-based system 

on interpretation of chest X-rays (pneumo-
thorax, pleural effusion, alveolar syndrome, 
pulmonary nodule, and mass in mediastinum) 
by residents in radiology

Single center retrospective case‒control study 3 months

Meetschen 2024 [52] To assess the efficacy of an AI deep neural 
network-algorithm to detect fractures by resi-
dents in radiology

Single center retrospective descriptive study Not specified
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integrated VRS [47, 50, 51, 53, 54]. One study proposed 
self-directed learning [49], and in three studies, the 
teaching modality was not specified [46, 52, 56]. Three 
studies [50, 51, 53] reported the use of learning theories 
for the development of AI-powered educational strate-
gies. Experiential learning was leveraged in two studies 
in the context of AI-powered VRS [50, 51]. Both studies 
taught communication strategies fostering the capaci-
ties of learners to work in teams and leadership [58]. One 
study [53] applied Bandura’s self-efficacy theory [59] and 
Herrington’s authentic learning concept [42] to promote 
the communication skills of nursing students via AI-
powered VPSs. Several studies [47, 49–51] reported that 
feedback activities and/or prompts were incorporated 
into educational interventions. Feedback activities and 
prompts were variable, such as support via Zoom chat 
by the instructors [50, 51], chatbots delivering encourag-
ing messages [49], trained research assistants [53] or ITSs 
[47]. No detailed overviews of the activities used during 
the educational intervention were found in any of the 
articles. No information was provided on the impact of 
feedback activities on learning outcomes.

Authenticity of the learning environment based 
on Herrington’s concept
Shorey et  al. [53] used Herrington’s authentic learning 
concept [42] in the context of the development of AI-
powered VPSs to teach nursing students communicating 
skills. The remaining studies reported neither a theoreti-
cal framework nor an analysis of the authenticity of the 
learning environment [45–52, 54–56].

We conducted a detailed analysis of the authenticity of 
the AI-powered learning environment according to Her-
rington’s concept [42]. The results for all twelve studies 
are provided in Supplementary Table 14. The majority of 
the studies did not consider all nine items proposed by 
Herrington. Two underrepresented items were reflective 
practices, which were incorporated by four studies [47, 
50, 51, 53], and authentic evaluations of learning, which 
were considered by four following studies [45, 47, 53, 55].

Educational impact according to the model proposed 
by Kirkpatrick
The model proposed by Kirkpatrick was applied to 
obtain better insight into the educational impact of the 

Table 5  Theoretical concepts and teaching modalities used by the studies

AI artificial intelligence, NLP natural language processing, VPS virtual patient simulation, VR virtual reality, VRS virtual reality simulation

Author/Year Teaching modality Learning theory or concept

Randomized controlled studies
An et Wang 2023 [45] Instructor-led on-site simulation sessions Not reported

Kanazawa 2023 [48] On-site simulation sessions: mock medical interviews 
with simulated patients

Not reported

Liaw 2023 [50] AI-powered group: individually with support via Zoom 
chat by the research team.
Human-controlled group: 4–6 instructors and facilitators.

Experiential learning and social constructivism
Communication strategies [58]

Quasiexperimental studies
Furlan 2021 [47] VPS combined with NLP and intelligent tutoring system 

to train the analytical thinking of students
Not reported

Kim 2024 [49] A chatbot through smartphone-based learning (self-
directed learning)
Form: providing knowledge, quizzes, and encouraging 
messages

Not reported

Liaw 2023 [51] Remote AI-enabled VRS while communicating 
with instructors (Zoom chat) regarding any questions

Kiili’s experiential gaming model [60] incorporating 
feedback
Communication strategies adapted from Ross et al. [58]

Shorey 2023 [53] VRS: VP scenario conducted by a research assistant 
over 1-hour sessions (25 students per session) at the uni-
versity’s computer laboratory. Each student had access 
to the VP scenarios. Feedback on communication 
at the end of the session.

Bandura’s self-efficacy theory [59] and Herrington’s 
authentic learning concept [42]

Truong 2022 [54] VRS with one participant during the scenario Not reported

Yang et Shulruf 2019 [55] Simulation led by experts Not reported

Zech 2024 [56] Not reported Not reported

Observational studies
Chassagnon 2023 [46] Not reported Not reported

Meetschen 2024 [52] Not reported Not reported
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included studies [15]. Learning outcomes measured by 
the included studies are presented in Table 5. Among the 
specific variables measured were correct diagnosis [48], 
diagnostic accuracy [46, 52, 56], communication skills 
[50, 53], level of self-confidence [49], self-efficacy [51] 
or learning aptitudes [53], performance in OSCE [55], 
performance in specific care [50], procedural skills [45] 
and specific knowledge scores [47, 50, 51, 54]. All experi-
mental studies [45, 47–51, 53–56] and nonexperimen-
tal studies [46, 52] attained Kirkpatrick’s level 2. None 
of the studies reached levels 3 or 4. Level 2 corresponds 
to the evaluation of learning. It is the assessment of 
acquired knowledge after educational intervention [15]. 
As detailed in Supplementary Table 15, all studies, except 
for five [45, 46, 48, 52, 55], applied the assessments before 
and after the educational experience; however, scoring 
instruments were not provided.

Discussion
General interpretation of the findings
The results of the analysis of the twelve studies indi-
cate that the current evidence regarding the educa-
tional outcomes of AI-powered interventions in health 
professions education is poor. The overall impact of 
AI-based educational tools is supported by the results 
of single-center studies with small numbers of partici-
pants and a limited duration. Therefore, the findings 
of the present review cannot fully answer the research 
question regarding measurable outcomes of AI-based 
educational interventions in health professions edu-
cation. Nevertheless, a unique feature of the current 
review is identification and in-depth analysis of con-
ceptual frameworks of learning theories applied within 
AI-based educational interventions. Learning out-
comes cannot be meaningfully measured without the 
analysis of other components related to AI interven-
tions, such as learning theories, learning tools, instruc-
tional design, and interactions between the learner 
and AI-based tools. Indeed, as the learning strategies 
are potentially different, learners may face some chal-
lenges when addressing tasks in AI-based learning 
environments [61]. In the present review the impact 
of AI-based educational interventions was evaluated 
according to the Kirkpatrick’s model [15] given its 
capability to assess learning effectiveness at different 
levels. We focused on the levels 2, 3 and 4 to explore 
effects on educational outcomes rather than assessing 
the reactions of learners. Based on the Herrington’s 
authentic learning concept [42] the present review 
comprehensively assessed the authenticity of the AI-
powered learning environments proposed by different 
studies. The use of the concept of authentic learning by 
different studies was inconsistent. The lack of learning 

content in most AI-based educational tools is also 
emphasized, asking whether a new approach should 
be considered to adopt learning theories as a basis for 
the construction of AI-powered educational tools. The 
present work also highlights that there is no straight-
forward guide for evaluating the quality of research in 
AI-based education and suggests a series of criteria 
that should be considered.

Application of learning theories and principles
Regarding conceptual frameworks applied within AI-
based educational interventions, one study [53] used 
the principles of social learning theory [62] and Bandu-
ra’s self-efficacy [59] in the context of AI-powered VRS. 
When applying this principle, students observe their 
instructor doing clinical tasks such as medical examina-
tion and consultation [63]. In the virtual environment, 
this can be represented, for example, by an avatar playing 
the role of a senior physician. However, the use of avatars 
in the studies included in the present review was consid-
ered less authentic (such as voice, expressiveness or com-
munication) [50, 51] and may be less appropriate than 
the use of real simulated patients. This may indicate that 
future developments should focus on blended learning, 
where AI-powered educational strategies are followed 
by in-person simulation with real human-to-human 
interactions.

Herrington’s concept was reported as a theoretical 
framework in the development of AI-based tools by one 
study [53] with the aim of enhancing the communica-
tion skills of learners. The authors used the principle of 
situated learning while applying social learning theory 
[62] and Bandura’s self-efficacy [59]. However, in the 
study by Shorey et al. [53], each student executed learn-
ing tasks on the computer once and without interactions 
with peers. As suggested by Bandura, self-efficacy influ-
ences the preferences of learners and their perseverance 
in learning activities. This approach might be suitable 
for self-learning activities proposed by some AI-based 
educational tools. One such example is the study by Kim 
et al. [49]. In that study, a chatbot provided guidance and 
new knowledge through quizzes, prompts and encourag-
ing messages.

Experiential learning is another example of self-
directed learning, and a key principal of constructivism 
[64]. It was used by two studies analyzed in this review 
in the context of AI-powered VRS [50, 51]. According to 
Kolb [65], new knowledge is acquired through personal 
experience and reflective activities. Educators help learn-
ers enhance their reflection in the construction of a new 
experience [66]. Both studies [50, 51] mentioned inter-
actions with educators via Zoom; however, there was 
no detailed information regarding the character of these 
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interactions. Furthermore, they did not report whether 
the learning objectives of the students were taken into 
consideration. Indeed, new knowledge is acquired more 
easily if the learning strategy considers the aims of learn-
ers, showing them an immediate use of new knowledge 
in real-life settings [67].

It has to be mentioned here that AI and VR are two 
different technologies that have different purposes. VR 
refers to the creation of immersive virtual environments 
that simulate the real world and it is often used in health 
professions education to enhance learner engagement 
and create immersive experiences, such as a robotic 
surgery training [68]. On the contrary, AI relates to the 
development of computer systems that can perform tasks 
that typically require human intelligence (e.g., natural 
language processing or decision-making). AI and VR can 
be combined to create more elaborated educational strat-
egies. For example, AI-powered chatbots can be used 
within VR environments to provide learners with person-
alized recommendations and support [50, 51].

Analysis of learning outcomes
None of the studies included in the current work pro-
vided learning objectives or descriptions of the com-
petencies to be achieved. Learning objectives play a 
principal role, as both learners and their supervisors 
should have identical understandings of the proposed 
objectives [69]. The learner should have the ability to 
think critically about his own learning experience and 
should be capable of confronting it with the applica-
tion of different theories according to specific learn-
ing goals. As proposed by Linn & Miller [70], learning 
products rather than the learning process should be the 
focus of predefined learning outcomes. In addition, it is 
important to be familiar with the technology used in the 
context of the educational process [71]. Furthermore, 
feedback activities and prompts promote self-directed 
learning, enhance the motivation of students and deepen 
their learning. Feedback contributes to the amelioration 
of learning outcomes and develops the responsibility of 
learners [72]. Several studies included in this review [47, 
49–51, 53] incorporated feedback activities into educa-
tional interventions. However, the authors did not report 
feedback activities in detail, and it is difficult to analyze 
their impact on learning outcomes. The learning out-
comes reported by the studies analyzed in this review 
correspond to level 2 (learning) according to Kirkpatrick 
[15]. Kirkpatrick’s second level is relevant for some train-
ing achievements, such as technical skills or quantifiable 
knowledge. However, it cannot evaluate more complex 
tasks, such as the behavior of learners in the workplace 
[15]. In addition, challenges arise if the technology is 

poorly designed, which may compromise the measure-
ment and strategy of data analysis.

As indicated in Supplementary Table  2, none of the 
studies reported whether the learners and their instruc-
tors were informed about the accuracy of predictions 
of AI-based tools. This is important because it impacts 
learning outcomes and their assessment. Similarly, none 
of the studies reported whether the learners and their 
instructors were familiar with AI-based technologies. 
This aspect has already been highlighted in the litera-
ture, and previous reviews have expressed the need for 
improvements in the AI literacy of users, as well as their 
ability to critically evaluate the accuracy of AI-based 
tools [2, 13, 20–22, 24]. Given the growing place of AI-
based technology in health care, new skills that health 
professionals should master have started to emerge [73]. 
Jacobs et al. [73] proposed that medical graduates should 
be capable of demonstrating an understanding of the 
principles of health informatics and how to apply them, 
using AI-powered platforms and develop interdiscipli-
nary collaborative practices, recognizing the limits of AI-
based technologies, including data management and data 
privacy, and considering the benefits of data use against 
potential risks. This suggests some avenues for future 
exploration in this area.

Transparency in reporting the use of AI‑based technologies
We identified several gaps in the transparent report-
ing of AI-based tools by the included articles, such as a 
lack of information on the accuracy of AI tools and the 
potential risk of errors. There was insufficient informa-
tion on training datasets and copyright issues. Note that 
AI algorithms may challenge classical bases of teach-
ing and learning, as it may be difficult to define learning 
outcomes and evaluate student performance in the case 
of AI tool errors. Like in clinical practice [74], the risk 
of biased learning from biased training data could com-
promise learning efficiency for both students and their 
instructors [75].

Furthermore, the studies did not report how personal 
data were handled, how learning outcomes were evalu-
ated or where these pieces of information were stocked. 
There was no information on the future use of these data. 
The privacy of learners’ data and instructor data implies 
respect for regulatory obligations [76]. There were no 
data in the studies about the measures that were under-
taken to ensure that personal data were protected. This 
is an important point and should be considered when 
designing AI-based educational strategies.

The present work indicates that there is no straight-
forward guide for evaluating the quality of research in 
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AI-based education and suggests a series of criteria that 
should be considered:

 Algorithm used and its validation.
Training datasets and standards used.
Accuracy of the AI tool.
Copyright issues.
Handling of personal data (learning analytics, video 
recordings, etc.)
Archiving and use of generated data.
Definition of learning outcomes.
Description of educational strategy (learning theory, 
instructional design, duration of learning activity, 
etc.)
Evaluation of learning outcomes.
Evaluation of teaching efficacy.
Feedback modalities: students, instructors, develop-
ers.
Program efficiency and its evaluation.

Key challenges and suggestions for the future
Several key challenges highlighted by the studies in this 
review, as well as suggestions for the future, are illustrated 
in Fig.  2. There is a need for more robust studies and 
more rigorous measures of learning outcomes to evaluate 
the effectiveness of AI-powered educational strategies. 
The accuracy of AI tools and information on potential 
errors in the system need to be communicated to learn-
ers and their teachers. The absence of clearly defined 
learning objectives in the reviewed studies is emphasized. 
It is desirable to apply learning theories when designing 

AI-based educational tools to engage learners. Learning 
theories can help designers develop more effective AI-
based educational tools and choose specific instructional 
strategies [63]. The use of identified theoretical models, 
such as Kirkpatrick’s levels [15] and Herrington’s frame-
work [43] or active learning design principles [77], is sug-
gested to guide the design of AI-based educational tools. 
The measurable achievements (e.g., skills) that a learner 
should perform [78, 79] must be defined to enable learn-
ers to accomplish their professional roles.

Furthermore, there are some concerns related to physi-
cal and emotional interactions due to the virtual envi-
ronment. Artificial intelligence-powered educational 
strategies can increase the core knowledge scores of 
learners; however, human-led groups show greater self-
efficacy in interprofessional communication [51] and 
diagnostic reasoning [47]. The combination of VRS with 
blended learning environments or further improvements 
in the design of AI tools could facilitate a more socia-
bly powered AI. Such an example could use emotional 
scales in training data for virtual agents [51]. Indeed, 
social interactions improve attitudes toward interprofes-
sional collaboration. According to Bandura [80], learning 
occurs through observation and interaction with oth-
ers in a social-environmental context. A recent scoping 
review on this topic [22] (including 12 studies) focused 
on undergraduate health care education and reported 
that the motivation of learners plays a crucial role in the 
use of these technologies because of the limits regarding 
the authenticity of VRS in illustrating real situations.

Strategies that favor learning effectiveness are lacking. 
AI-based pedagogical agents (such as 3D doctors) that 

Fig. 2  Key challenges of AI-powered educational strategies in health professions education highlighted by studies and suggestions for the future
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engage students and motivate them during self-learning, 
for example, by providing feedback and prompts, could 
facilitate knowledge construction and the development of 
the reasoning process of learners [51]. In addition, ITSs 
using AI can provide personalized guidance for learners 
[81]. AI-based learning analytics can be implemented 
in VRS tools, provide feedback to students and inform 
teachers about the learning outcomes of their students. 
Moreover, this has the potential to support sustainable 
education [81]. Notably, only one study [47] included 
in the present review incorporated ITSs within the AI-
based learning tool, but the evaluation of learning out-
comes and competencies to be achieved was not defined.

Finally, no study included in the current review 
reported financial issues and cost-effectiveness. Inter-
estingly, a recent review [82] indicated that among the 
principal reasons for use of AI in medical education is its 
capacity to decrease costs. Therefore, another aspect to 
be considered by future studies is the cost-effectiveness 
and scalability of AI-powered educational tools.

This review has identified new educational perspectives 
that give health profession educators concrete examples 
of how to apply AI in their teaching activities. In the era 
of AI, medical teachers must also consider the trans-
formative aspects of health care frameworks, changing 
demands on the quality of provided care and other ele-
ments, such as the benefits and potential limits of AI in 
terms of learning. All these aspects are translated into 
the evolution of teaching modalities; therefore, mastering 
learning theories by clinical teachers becomes a desirable 
necessity.

Medical schools and AI professionals play a key role 
in preparing medical students for the new competen-
cies required as a result of AI in health care [83]. In the 
context of AI-powered clinical practice, this can also rep-
resent the creation of novel competencies to respond to 
emerging health care needs [84]. The American College 
of Physicians has recently published a position paper ana-
lyzing the role of AI in health care, including its potential 
advantages and concerns [85]. Among the current chal-
lenges of implementing AI-based education are the lack 
of standardization of curricula [82, 86]. Interestingly, 
some universities such as the National University of Sin-
gapore offer compulsory undergraduate program in bio-
informatics and AI in medicine [87], which may explain 
the fact that several studies included in this review are 
from the research groups from Singapore [50, 51, 53].

Significance and transferability of the findings
All studies included in this review focused on a specific 
topic and were monocentric. In addition, their overall 
quality was low, limiting the transferability of the results 
to other educational settings. Moreover, a lack of expert 

educators in AI may limit the transferability to other 
institutions [82] and lead to inequities in access to AI-
powered education. Finally, as mentioned earlier in this 
work, AI-based technologies have the potential to sup-
port sustainable education [81]; however, it is important 
to consider an obsolescence index that applies to AI tools 
given the rapid evolution of medical knowledge [88].

One should consider the significance of AI-based edu-
cational tools for society and not for individuals. Indeed, 
AI can improve collaborative practices and prepare future 
health professionals for evolving health care systems [89]. 
To enhance collaborative activities among learners, AI-
based tool can be designed for the groups of learners to 
solve more complicated clinical situations. In parallel the 
educators should find an equilibrium between AI-led and 
human-led educational strategies to prevent an increased 
dependence of learners on AI-tools [90]. Educational 
design research may bring new insights and enhance 
collaboration between stakeholders to develop both 
new theoretical understandings and practical strategies 
[91]. Another point to be mentioned is copyright issues 
regarding both the utilization of AI-based tools and the 
reporting of data in the scientific literature [18].

Strengths and limitations
This is the first study to analyze the impact of AI-based 
educational interventions in health profession educa-
tion via a robust search strategy. Although only studies 
in the English language were included in this analysis, 
the search strategy did not include language filters, and 
no study was excluded because it was not published in 
English.

The results are based on the search strategy for the pre-
defined keywords and databases used. The selection of 
databases was based on their free availability or access 
via university libraries. The search strategy followed 
the PICO model [92]. Despite recent data not support-
ing the recommendation to search for outcomes [93], we 
considered outcomes as an important part of the search 
strategy, as they constituted the research question. In 
addition, the GRADE recommendations [38] allowed 
assessment of the level of certainty of the studies regard-
ing a risk of bias, precision, consistency, and directness.

We focused on the characterization and analysis of 
the learning theories and principles used by the authors 
of the studies in the development of AI-based teaching 
strategies. These were considered illustrative and con-
cise but are not meant to be exhaustive. The objective 
was to provide concrete examples for health profes-
sion educators and developers of AI-based tools while 
providing new perspectives for future evolution. In 
parallel, several main challenges are indicated with sug-
gestions for improvements.
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The studies had a heterogeneous design; therefore, 
a meta-analysis was not possible. The heterogeneity 
of the included studies also limits the generalizability 
of the findings. Moreover, the potential biases intro-
duced by small sample sizes and single-center designs 
have to be acknowledged here as these factors could 
significantly influence the validity of the results. There 
are no appropriate reporting standards or guidelines to 
evaluate AI-powered educational strategies, including 
the evaluation of the risk of bias [94]. Thus, when avail-
able, guidelines for AI-powered studies were used; oth-
erwise, existing standards for non-AI-powered studies 
were employed in this work. In addition, a low compa-
rability between the different assessment instruments 
needs to be mentioned here. All the studies were of 
short duration; consequently, it is not possible to evalu-
ate the sustainability of these educational strategies. 
Significant concerns about privacy were noted. None of 
the studies indicated what measures were undertaken 
to protect the personal data of participants. Copyright 
issues of commercially used AI-based tools were not 
disclosed.

Conclusions
The results of the analysis indicate that the current evi-
dence regarding the educational outcomes of AI-pow-
ered interventions in health professions education is 
poor. Further studies with a rigorous methodological 
approach are needed. It is desirable for educators and 
developers to integrate AI into blended learning environ-
ments that balance technological capabilities with human 
interaction. The present work also highlights that there 
is no straightforward guide for evaluating the quality of 
research in AI-based education and suggests a series of 
criteria that should be considered.
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