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What is Amazon S3?

Amazon Simple Storage Service (Amazon S3) is an object storage service that offers industry-
leading scalability, data availability, security, and performance. Customers of all sizes and
industries can use Amazon S3 to store and protect any amount of data for a range of use

cases, such as data lakes, websites, mobile applications, backup and restore, archive, enterprise
applications, 10T devices, and big data analytics. Amazon S3 provides management features so
that you can optimize, organize, and configure access to your data to meet your specific business,
organizational, and compliance requirements.

® Note

For more information about using the Amazon S3 Express One Zone storage class with
directory buckets, see S3 Express One Zone and Working with directory buckets.

Topics

o Features of Amazon S3

« How Amazon S3 works

» Amazon S3 data consistency model

« Related services

e Accessing Amazon S3

« Paying for Amazon S3

« PCI DSS compliance

Features of Amazon S3

Storage classes

Amazon S3 offers a range of storage classes designed for different use cases. For example, you can
store mission-critical production data in S3 Standard or S3 Express One Zone for frequent access,
save costs by storing infrequently accessed data in S3 Standard-IA or S3 One Zone-IA, and archive
data at the lowest costs in S3 Glacier Instant Retrieval, S3 Glacier Flexible Retrieval, and S3 Glacier
Deep Archive.
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Amazon S3 Express One Zone is a high-performance, single-zone Amazon S3 storage class that

is purpose-built to deliver consistent, single-digit millisecond data access for your most latency-
sensitive applications. S3 Express One Zone is the lowest latency cloud object storage class
available today, with data access speeds up to 10x faster and with request costs 50 percent lower
than S3 Standard. S3 Express One Zone is the first S3 storage class where you can select a single
Availability Zone with the option to co-locate your object storage with your compute resources,
which provides the highest possible access speed. Additionally, to further increase access speed
and support hundreds of thousands of requests per second, data is stored in a new bucket type:
an Amazon S3 directory bucket. For more information, see S3 Express One Zone and Working with
directory buckets.

You can store data with changing or unknown access patterns in S3 Intelligent-Tiering, which
optimizes storage costs by automatically moving your data between four access tiers when your
access patterns change. These four access tiers include two low-latency access tiers optimized for
frequent and infrequent access, and two opt-in archive access tiers designed for asynchronous
access for rarely accessed data.

For more information, see Understanding and managing Amazon S3 storage classes.

Storage management

Amazon S3 has storage management features that you can use to manage costs, meet regulatory
requirements, reduce latency, and save multiple distinct copies of your data for compliance
requirements.

« S3 Lifecycle — Configure a lifecycle configuration to manage your objects and store them cost
effectively throughout their lifecycle. You can transition objects to other S3 storage classes or
expire objects that reach the end of their lifetimes.

« S3 Object Lock — Prevent Amazon S3 objects from being deleted or overwritten for a fixed

amount of time or indefinitely. You can use Object Lock to help meet regulatory requirements
that require write-once-read-many (WORM) storage or to simply add another layer of protection
against object changes and deletions.

« S3 Replication — Replicate objects and their respective metadata and object tags to one or more

destination buckets in the same or different AWS Regions for reduced latency, compliance,
security, and other use cases.

» S3 Batch Operations — Manage billions of objects at scale with a single S3 API request or a few

clicks in the Amazon S3 console. You can use Batch Operations to perform operations such as
Copy, Invoke AWS Lambda function, and Restore on millions or billions of objects.
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Access management and security

Amazon S3 provides features for auditing and managing access to your buckets and objects. By
default, S3 buckets and the objects in them are private. You have access only to the S3 resources
that you create. To grant granular resource permissions that support your specific use case or to
audit the permissions of your Amazon S3 resources, you can use the following features.

» S3 Block Public Access — Block public access to S3 buckets and objects. By default, Block Public
Access settings are turned on at the bucket level. We recommend that you keep all Block Public
Access settings enabled unless you know that you need to turn off one or more of them for your

specific use case. For more information, see Configuring block public access settings for your S3
buckets.

o AWS lIdentity and Access Management (IAM) — 1AM is a web service that helps you securely
control access to AWS resources, including your Amazon S3 resources. With IAM, you can

centrally manage permissions that control which AWS resources users can access. You use IAM to
control who is authenticated (signed in) and authorized (has permissions) to use resources.

» Bucket policies — Use IAM-based policy language to configure resource-based permissions for
your S3 buckets and the objects in them.

« Amazon S3 access points — Configure named network endpoints with dedicated access policies to

manage data access at scale for shared datasets in Amazon S3.

o Access control lists (ACLs) — Grant read and write permissions for individual buckets and objects
to authorized users. As a general rule, we recommend using S3 resource-based policies (bucket

policies and access point policies) or IAM user policies for access control instead of ACLs. Policies
are a simplified and more flexible access control option. With bucket policies and access point
policies, you can define rules that apply broadly across all requests to your Amazon S3 resources.
For more information about the specific cases when you'd use ACLs instead of resource-based
policies or IAM user policies, see Managing access with ACLs.

« S3 Object Ownership — Take ownership of every object in your bucket, simplifying access
management for data stored in Amazon S3. S3 Object Ownership is an Amazon S3 bucket-
level setting that you can use to disable or enable ACLs. By default, ACLs are disabled. With
ACLs disabled, the bucket owner owns all the objects in the bucket and manages access to data
exclusively by using access-management policies.

» IAM Access Analyzer for S3 — Evaluate and monitor your S3 bucket access policies, ensuring that
the policies provide only the intended access to your S3 resources.
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Data processing

To transform data and trigger workflows to automate a variety of other processing activities at
scale, you can use the following features.

e S3 Object Lambda — Add your own code to S3 GET, HEAD, and LIST requests to modify and
process data as it is returned to an application. Filter rows, dynamically resize images, redact
confidential data, and much more.

« Event notifications — Trigger workflows that use Amazon Simple Notification Service (Amazon
SNS), Amazon Simple Queue Service (Amazon SQS), and AWS Lambda when a change is made to
your S3 resources.

Storage logging and monitoring

Amazon S3 provides logging and monitoring tools that you can use to monitor and control how
your Amazon S3 resources are being used. For more information, see Monitoring tools.

Automated monitoring tools

o Amazon CloudWatch metrics for Amazon S3 - Track the operational health of your S3 resources
and configure billing alerts when estimated charges reach a user-defined threshold.

o AWS CloudTrail — Record actions taken by a user, a role, or an AWS service in Amazon S3.
CloudTrail logs provide you with detailed API tracking for S3 bucket-level and object-level
operations.

Manual monitoring tools

« Server access logging — Get detailed records for the requests that are made to a bucket. You can

use server access logs for many use cases, such as conducting security and access audits, learning
about your customer base, and understanding your Amazon S3 bill.

« AWS Trusted Advisor — Evaluate your account by using AWS best practice checks to identify

ways to optimize your AWS infrastructure, improve security and performance, reduce costs, and
monitor service quotas. You can then follow the recommendations to optimize your services and
resources.
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Analytics and insights

Amazon S3 offers features to help you gain visibility into your storage usage, which empowers you
to better understand, analyze, and optimize your storage at scale.

« Amazon S3 Storage Lens — Understand, analyze, and optimize your storage. S3 Storage Lens

provides 60+ usage and activity metrics and interactive dashboards to aggregate data for your
entire organization, specific accounts, AWS Regions, buckets, or prefixes.

« Storage Class Analysis — Analyze storage access patterns to decide when it's time to move data to

a more cost-effective storage class.

« S3 Inventory with Inventory reports — Audit and report on objects and their corresponding

metadata and configure other Amazon S3 features to take action in Inventory reports. For
example, you can report on the replication and encryption status of your objects. For a list of all
the metadata available for each object in Inventory reports, see Amazon S3 Inventory list.

Strong consistency

Amazon S3 provides strong read-after-write consistency for PUT and DELETE requests of objects
in your Amazon S3 bucket in all AWS Regions. This behavior applies to both writes of new objects
as well as PUT requests that overwrite existing objects and DELETE requests. In addition, read
operations on Amazon S3 Select, Amazon S3 access control lists (ACLs), Amazon S3 Object Tags,
and object metadata (for example, the HEAD object) are strongly consistent. For more information,
see Amazon S3 data consistency model.

How Amazon S3 works

Amazon S3 is an object storage service that stores data as objects within buckets. An object is a file
and any metadata that describes the file. A bucket is a container for objects.

To store your data in Amazon S3, you first create a bucket and specify a bucket name and AWS
Region. Then, you upload your data to that bucket as objects in Amazon S3. Each object has a key
(or key name), which is the unique identifier for the object within the bucket.

S3 provides features that you can configure to support your specific use case. For example, you can
use S3 Versioning to keep multiple versions of an object in the same bucket, which allows you to
restore objects that are accidentally deleted or overwritten.
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Buckets and the objects in them are private and can be accessed only if you explicitly grant access
permissions. You can use bucket policies, AWS Identity and Access Management (IAM) policies,
access control lists (ACLs), and S3 Access Points to manage access.

Topics

o Buckets

» Objects

» Keys

« S3 Versioning

« Version ID

» Bucket policy

¢ S3 Access Points

» Access control lists (ACLs)

» Regions

Buckets

A general purpose bucket is a container for objects stored in Amazon S3. You can store any nhumber
of objects in a bucket and all accounts have a default bucket quota of 10,000 general purpose
buckets. To see your bucket utilization, bucket quota, or request an increase to this quota, visit the
Service Quotas console.

Every object is contained in a bucket. For example, if the object named photos/puppy. jpg

is stored in the amzn-s3-demo-bucket bucket in the US West (Oregon) Region,

then it is addressable by using the URL https://amzn-s3-demo-bucket.s3.us-
west-2.amazonaws.com/photos/puppy. jpg. For more information, see Accessing a Bucket.

When you create a bucket, you enter a bucket name and choose the AWS Region where the bucket
will reside. After you create a bucket, you cannot change the name of the bucket or its Region.
Bucket names must follow the bucket naming rules. You can also configure a bucket to use S3

Versioning or other storage management features.

Buckets also:

» Organize the Amazon S3 namespace at the highest level.
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« Identify the account responsible for storage and data transfer charges.

» Provide access control options, such as bucket policies, access control lists (ACLs), and S3 Access
Points, that you can use to manage access to your Amazon S3 resources.

« Serve as the unit of aggregation for usage reporting.

For more information about buckets, see Buckets overview.

Objects

Obijects are the fundamental entities stored in Amazon S3. Objects consist of object data and
metadata. The metadata is a set of name-value pairs that describe the object. These pairs include
some default metadata, such as the date last modified, and standard HTTP metadata, such as
Content-Type. You can also specify custom metadata at the time that the object is stored.

An object is uniquely identified within a bucket by a key (hame) and a version ID (if S3 Versioning is
enabled on the bucket). For more information about objects, see Amazon S3 objects overview.

Keys

An object key (or key name) is the unique identifier for an object within a bucket. Every object in a
bucket has exactly one key. The combination of a bucket, object key, and optionally, version ID (if
S3 Versioning is enabled for the bucket) uniquely identify each object. So you can think of Amazon
S3 as a basic data map between "bucket + key + version" and the object itself.

Every object in Amazon S3 can be uniquely addressed through the combination of the web service
endpoint, bucket name, key, and optionally, a version. For example, in the URL https://amzn-
s3-demo-bucket.s3.us-west-2.amazonaws.com/photos/puppy.jpg, amzn-s3-demo-
bucket is the name of the bucket and photos/puppy. jpg is the key.

For more information about object keys, see Naming Amazon S3 objects.

S3 Versioning

You can use S3 Versioning to keep multiple variants of an object in the same bucket. With S3
Versioning, you can preserve, retrieve, and restore every version of every object stored in your
buckets. You can easily recover from both unintended user actions and application failures.

For more information, see Retaining multiple versions of objects with S3 Versioning.
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Version ID

When you enable S3 Versioning in a bucket, Amazon S3 generates a unique version ID for each
object added to the bucket. Objects that already existed in the bucket at the time that you
enable versioning have a version ID of null. If you modify these (or any other) objects with other
operations, such as CopyObject and PutObject, the new objects get a unique version ID.

For more information, see Retaining multiple versions of objects with S3 Versioning.

Bucket policy

A bucket policy is a resource-based AWS Identity and Access Management (IAM) policy that you
can use to grant access permissions to your bucket and the objects in it. Only the bucket owner can
associate a policy with a bucket. The permissions attached to the bucket apply to all of the objects
in the bucket that are owned by the bucket owner. Bucket policies are limited to 20 KB in size.

Bucket policies use JSON-based access policy language that is standard across AWS. You can use
bucket policies to add or deny permissions for the objects in a bucket. Bucket policies allow or deny
requests based on the elements in the policy, including the requester, S3 actions, resources, and
aspects or conditions of the request (for example, the IP address used to make the request). For
example, you can create a bucket policy that grants cross-account permissions to upload objects

to an S3 bucket while ensuring that the bucket owner has full control of the uploaded objects. For
more information, see Examples of Amazon S3 bucket policies.

In your bucket policy, you can use wildcard characters on Amazon Resource Names (ARNs) and
other values to grant permissions to a subset of objects. For example, you can control access to
groups of objects that begin with a common prefix or end with a given extension, such as . html.

S3 Access Points

Amazon S3 Access Points are named network endpoints with dedicated access policies that
describe how data can be accessed using that endpoint. Access Points are attached to buckets
that you can use to perform S3 object operations, such as GetObject and PutObject. Access Points
simplify managing data access at scale for shared datasets in Amazon S3.

Each access point has its own access point policy. You can configure Block Public Access settings for

each access point. To restrict Amazon S3 data access to a private network, you can also configure
any access point to accept requests only from a virtual private cloud (VPC).

For more information, see Managing access to shared datasets with access points.
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Access control lists (ACLSs)

You can use ACLs to grant read and write permissions to authorized users for individual buckets
and objects. Each bucket and object has an ACL attached to it as a subresource. The ACL defines
which AWS accounts or groups are granted access and the type of access. ACLs are an access
control mechanism that predates IAM. For more information about ACLs, see Access control list
(ACL) overview.

S3 Object Ownership is an Amazon S3 bucket-level setting that you can use to both control
ownership of the objects that are uploaded to your bucket and to disable or enable ACLs. By
default, Object Ownership is set to the Bucket owner enforced setting, and all ACLs are disabled.
When ACLs are disabled, the bucket owner owns all the objects in the bucket and manages access
to them exclusively by using access-management policies.

A majority of modern use cases in Amazon S3 no longer require the use of ACLs. We recommend
that you keep ACLs disabled, except in unusual circumstances where you need to control access for
each object individually. With ACLs disabled, you can use policies to control access to all objects

in your bucket, regardless of who uploaded the objects to your bucket. For more information, see
Controlling ownership of objects and disabling ACLs for your bucket.

Regions

You can choose the geographical AWS Region where Amazon S3 stores the buckets that you
create. You might choose a Region to optimize latency, minimize costs, or address regulatory
requirements. Objects stored in an AWS Region never leave the Region unless you explicitly
transfer or replicate them to another Region. For example, objects stored in the Europe (Ireland)
Region never leave it.

® Note

You can access Amazon S3 and its features only in the AWS Regions that are enabled for
your account. For more information about enabling a Region to create and manage AWS
resources, see Managing AWS Regions in the AWS General Reference.

For a list of Amazon S3 Regions and endpoints, see Regions and endpoints in the AWS General
Reference.
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Amazon S3 data consistency model

Amazon S3 provides strong read-after-write consistency for PUT and DELETE requests of objects
in your Amazon S3 bucket in all AWS Regions. This behavior applies to both writes to new objects
as well as PUT requests that overwrite existing objects and DELETE requests. In addition, read
operations on Amazon S3 Select, Amazon S3 access controls lists (ACLs), Amazon S3 Object Tags,
and object metadata (for example, the HEAD object) are strongly consistent.

Updates to a single key are atomic. For example, if you make a PUT request to an existing key from
one thread and perform a GET request on the same key from a second thread concurrently, you will
get either the old data or the new data, but never partial or corrupt data.

Amazon S3 achieves high availability by replicating data across multiple servers within AWS data
centers. If a PUT request is successful, your data is safely stored. Any read (GET or LIST request)
that is initiated following the receipt of a successful PUT response will return the data written by
the PUT request. Here are examples of this behavior:

« A process writes a new object to Amazon S3 and immediately lists keys within its bucket. The
new object appears in the list.

« A process replaces an existing object and immediately tries to read it. Amazon S3 returns the
new data.

« A process deletes an existing object and immediately tries to read it. Amazon S3 does not return
any data because the object has been deleted.

« A process deletes an existing object and immediately lists keys within its bucket. The object does
not appear in the listing.

(® Note

» Amazon S3 does not support object locking for concurrent writers. If two PUT requests
are simultaneously made to the same key, the request with the latest timestamp wins. If
this is an issue, you must build an object-locking mechanism into your application.

» Updates are key-based. There is no way to make atomic updates across keys. For
example, you cannot make the update of one key dependent on the update of another
key unless you design this functionality into your application.
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Bucket configurations have an eventual consistency model. Specifically, this means that:

« If you delete a bucket and immediately list all buckets, the deleted bucket might still appear in
the list.

« If you enable versioning on a bucket for the first time, it might take a short amount of time for
the change to be fully propagated. We recommend that you wait for 15 minutes after enabling
versioning before issuing write operations (PUT or DELETE requests) on objects in the bucket.

Concurrent applications

This section provides examples of behavior to be expected from Amazon S3 when multiple clients
are writing to the same items.

In this example, both W1 (write 1) and W2 (write 2) finish before the start of R1 (read 1) and R2
(read 2). Because S3 is strongly consistent, R1 and R2 both return color = ruby.

Domain = MyDomain, ltem = StandardFez

Write 1 Read 1

Client 1 color = red color = ruby
Client 2 Write 2 el
ent color = ruby color = ruby
TO T T2 Tz T4 TS TG T7

In the next example, W2 does not finish before the start of R1. Therefore, R1 might return color
= ruby or color = garnet. However, because W1 and W2 finish before the start of R2, R2
returns color = garnet.
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Domain = MyDomain, Iltem = StandardFez

Write 1 Read 1

Client 1 color = ruby color = ruby or color = gamet
Client 2 Write 2 Read 2
color = garnet coler = garnet
TO T1 T2 T3 T4 TS TG T7

In the last example, W2 begins before W1 has received an acknowledgment. Therefore, these
writes are considered concurrent. Amazon S3 internally uses last-writer-wins semantics to
determine which write takes precedence. However, the order in which Amazon S3 receives the
requests and the order in which applications receive acknowledgments cannot be predicted
because of various factors, such as network latency. For example, W2 might be initiated by an
Amazon EC2 instance in the same Region, while W1 might be initiated by a host that is farther
away. The best way to determine the final value is to perform a read after both writes have been

acknowledged.

Domain = MyDomain, ltem = StandardFez

Write 1 Read 1

Client 1 color = gamet color = garnet or color = brick
Client 2 Write 2 Read 2 .
coler = brick color = garnet or color = brick
TO T1 T2 T3 T4 TS TG T7

Related services

After you load your data into Amazon S3, you can use it with other AWS services. The following are
the services that you might use most frequently:

« Amazon Elastic Compute Cloud (Amazon EC2) — Provides secure and scalable computing
capacity in the AWS Cloud. Using Amazon EC2 eliminates your need to invest in hardware
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upfront, so you can develop and deploy applications faster. You can use Amazon EC2 to launch
as many or as few virtual servers as you need, configure security and networking, and manage
storage.

« Amazon EMR - Helps businesses, researchers, data analysts, and developers easily and cost-
effectively process vast amounts of data. Amazon EMR uses a hosted Hadoop framework running
on the web-scale infrastructure of Amazon EC2 and Amazon S3.

o AWS Snow Family — Helps customers that need to run operations in austere, non-data center
environments, and in locations where there's a lack of consistent network connectivity. You can
use AWS Snow Family devices to locally and cost-effectively access the storage and compute
power of the AWS Cloud in places where an internet connection might not be an option.

o AWS Transfer Family — Provides fully managed support for file transfers directly into and out of
Amazon S3 or Amazon Elastic File System (Amazon EFS) using Secure Shell (SSH) File Transfer
Protocol (SFTP), File Transfer Protocol over SSL (FTPS), and File Transfer Protocol (FTP).

Accessing Amazon S3

You can work with Amazon S3 in any of the following ways:

AWS Management Console

The console is a web-based user interface for managing Amazon S3 and AWS resources. If you've
signed up for an AWS account, you can access the Amazon S3 console by signing into the AWS
Management Console and choosing S3 from the AWS Management Console home page.

AWS Command Line Interface

You can use the AWS command line tools to issue commands or build scripts at your system's
command line to perform AWS (including S3) tasks.

The AWS Command Line Interface (AWS CLI) provides commands for a broad set of AWS services.
The AWS CLI is supported on Windows, macOS, and Linux. To get started, see the AWS Command
Line Interface User Guide. For more information about the commands for Amazon S3, see s3api and

s3control in the AWS CLI Command Reference.

AWS SDKs

AWS provides SDKs (software development kits) that consist of libraries and sample code for
various programming languages and platforms (Java, Python, Ruby, .NET, iOS, Android, and so on).
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The AWS SDKs provide a convenient way to create programmatic access to S3 and AWS. Amazon
S3 is a REST service. You can send requests to Amazon S3 using the AWS SDK libraries, which wrap
the underlying Amazon S3 REST API and simplify your programming tasks. For example, the SDKs
take care of tasks such as calculating signatures, cryptographically signing requests, managing
errors, and retrying requests automatically. For information about the AWS SDKs, including how to
download and install them, see Tools for AWS.

Every interaction with Amazon S3 is either authenticated or anonymous. If you are using the AWS
SDKs, the libraries compute the signature for authentication from the keys that you provide. For
more information about how to make requests to Amazon S3, see Making requests .

Amazon S3 REST API

The architecture of Amazon S3 is designed to be programming language-neutral, using AWS-
supported interfaces to store and retrieve objects. You can access S3 and AWS programmatically
by using the Amazon S3 REST API. The REST APl is an HTTP interface to Amazon S3. With the REST
API, you use standard HTTP requests to create, fetch, and delete buckets and objects.

To use the REST API, you can use any toolkit that supports HTTP. You can even use a browser to
fetch objects, as long as they are anonymously readable.

The REST API uses standard HTTP headers and status codes, so that standard browsers and
toolkits work as expected. In some areas, we have added functionality to HTTP (for example, we
added headers to support access control). In these cases, we have done our best to add the new
functionality in a way that matches the style of standard HTTP usage.

If you make direct REST API calls in your application, you must write the code to compute the
signature and add it to the request. For more information about how to make requests to Amazon
S3, see Making requests in the Amazon S3 API Reference.

® Note

SOAP API support over HTTP is deprecated, but it is still available over HTTPS. Newer
Amazon S3 features are not supported for SOAP. We recommend that you use either the
REST API or the AWS SDKs.
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Paying for Amazon S3

Pricing for Amazon S3 is designed so that you don't have to plan for the storage requirements
of your application. Most storage providers require you to purchase a predetermined amount of
storage and network transfer capacity. In this scenario, if you exceed that capacity, your service
is shut off or you are charged high overage fees. If you do not exceed that capacity, you pay as
though you used it all.

Amazon S3 charges you only for what you actually use, with no hidden fees and no overage
charges. This model gives you a variable-cost service that can grow with your business while giving
you the cost advantages of the AWS infrastructure. For more information, see Amazon S3 Pricing.

When you sign up for AWS, your AWS account is automatically signed up for all services in AWS,
including Amazon S3. However, you are charged only for the services that you use. If you are a new
Amazon S3 customer, you can get started with Amazon S3 for free. For more information, see AWS
free tier.

To see your bill, go to the Billing and Cost Management Dashboard in the AWS Billing and Cost
Management console. To learn more about AWS account billing, see the AWS Billing User Guide. If
you have questions concerning AWS billing and AWS accounts, contact AWS Support.

PCI DSS compliance

Amazon S3 supports the processing, storage, and transmission of credit card data by a merchant or
service provider, and has been validated as being compliant with Payment Card Industry (PCI) Data
Security Standard (DSS). For more information about PCI DSS, including how to request a copy of
the AWS PClI Compliance Package, see PCI DSS Level 1.
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Getting started with Amazon S3

You can get started with Amazon S3 by working with buckets and objects. A bucket is a container
for objects. An object is a file and any metadata that describes that file.

To store an object in Amazon S3, you create a bucket and then upload the object to the bucket.
When the object is in the bucket, you can open it, download it, and move it. When you no longer
need an object or a bucket, you can clean up your resources.

With Amazon S3, you pay only for what you use. For more information about Amazon S3 features
and pricing, see Amazon S3. If you are a new Amazon S3 customer, you can get started with
Amazon S3 for free. For more information, see AWS Free Tier.

® Note

For more information about using the Amazon S3 Express One Zone storage class with
directory buckets, see S3 Express One Zone and Working with directory buckets.

Video: Getting started with Amazon S3
Prerequisites

Before you begin, confirm that you've completed the steps in Setting up Amazon S3.

Setting up Amazon S3

When you sign up for AWS, your AWS account is automatically signed up for all services in AWS,
including Amazon S3. You are charged only for the services that you use.

With Amazon S3, you pay only for what you use. For more information about Amazon S3 features
and pricing, see Amazon S3. If you are a new Amazon S3 customer, you can get started with
Amazon S3 for free. For more information, see AWS Free Tier.

To set up Amazon S3, use the steps in the following sections.

When you sign up for AWS and set up Amazon S3, you can optionally change the display language
in the AWS Management Console. For more information, see Changing the language of the AWS
Management Console in the AWS Management Console Getting Started Guide.
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Topics

« Sign up for an AWS account

+ Create a user with administrative access

Sign up for an AWS account
If you do not have an AWS account, complete the following steps to create one.
To sign up for an AWS account

1. Open https://portal.aws.amazon.com/billing/signup.

2. Follow the online instructions.

Part of the sign-up procedure involves receiving a phone call and entering a verification code
on the phone keypad.

When you sign up for an AWS account, an AWS account root user is created. The root user
has access to all AWS services and resources in the account. As a security best practice, assign
administrative access to a user, and use only the root user to perform tasks that require root
user access.

AWS sends you a confirmation email after the sign-up process is complete. At any time, you can
view your current account activity and manage your account by going to https://aws.amazon.com/
and choosing My Account.

Create a user with administrative access

After you sign up for an AWS account, secure your AWS account root user, enable AWS IAM Identity
Center, and create an administrative user so that you don't use the root user for everyday tasks.

Secure your AWS account root user

1. Signin to the AWS Management Console as the account owner by choosing Root user and
entering your AWS account email address. On the next page, enter your password.

For help signing in by using root user, see Signing in as the root user in the AWS Sign-In User
Guide.

2. Turn on multi-factor authentication (MFA) for your root user.
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For instructions, see Enable a virtual MFA device for your AWS account root user (console) in
the IAM User Guide.

Create a user with administrative access

1.

Enable IAM Identity Center.

For instructions, see Enabling AWS IAM Identity Center in the AWS IAM Identity Center User
Guide.

In IAM Identity Center, grant administrative access to a user.

For a tutorial about using the IAM Identity Center directory as your identity source, see
Configure user access with the default IAM Identity Center directory in the AWS IAM Identity
Center User Guide.

Sign in as the user with administrative access

To sign in with your IAM Identity Center user, use the sign-in URL that was sent to your email
address when you created the IAM Identity Center user.

For help signing in using an IAM Identity Center user, see Signing in to the AWS access portal in
the AWS Sign-In User Guide.

Assign access to additional users

1.

In IAM Identity Center, create a permission set that follows the best practice of applying least-
privilege permissions.

For instructions, see Create a permission set in the AWS IAM Identity Center User Guide.

Assign users to a group, and then assign single sign-on access to the group.

For instructions, see Add groups in the AWS IAM Identity Center User Guide.
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Step 1: Create your first S3 bucket

After you sign up for AWS, you're ready to create a bucket in Amazon S3 using the AWS
Management Console. Every object in Amazon S3 is stored in a bucket. Before you can store data in
Amazon S3, you must create a bucket.

(® Note

For more information about using the Amazon S3 Express One Zone storage class with
directory buckets, see S3 Express One Zone and Working with directory buckets.

(@ Note

You are not charged for creating a bucket. You are charged only for storing objects in
the bucket and for transferring objects in and out of the bucket. The charges that you
incur through following the examples in this guide are minimal (less than $1). For more
information about storage charges, see Amazon S3 pricing.

1. Sign in to the AWS Management Console and open the Amazon S3 console at https://
console.aws.amazon.com/s3/.

2. Inthe navigation bar on the top of the page, choose the name of the currently displayed AWS
Region. Next, choose the Region in which you want to create a bucket.

(® Note

To minimize latency and costs and address regulatory requirements, choose a Region
close to you. Objects stored in a Region never leave that Region unless you explicitly
transfer them to another Region. For a list of Amazon S3 AWS Regions, see AWS
service endpoints in the Amazon Web Services General Reference.

In the left navigation pane, choose Buckets.

4. Choose Create bucket.

The Create bucket page opens.

5. Under General configuration, view the AWS Region where your bucket will be created.
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6.
7.

Under Bucket type, choose General purpose.

For Bucket name, enter a name for your bucket.

The bucket name must:

» Be unique within a partition. A partition is a grouping of Regions. AWS currently has three
partitions: aws (Standard Regions), aws-cn (China Regions), and aws-us-gov (AWS
GovCloud (US) Regions).

» Be between 3 and 63 characters long.

» Consist only of lowercase letters, numbers, dots (.), and hyphens (-). For best compatibility,
we recommend that you avoid using dots (.) in bucket names, except for buckets that are
used only for static website hosting.

« Begin and end with a letter or number.

After you create the bucket, you cannot change its name. The AWS account that creates the
bucket owns it. For more information about naming buckets, see General purpose bucket

naming rules.

/A Important

Avoid including sensitive information, such as account numbers, in the bucket name.
The bucket name is visible in the URLs that point to the objects in the bucket.

AWS Management Console allows you to copy an existing bucket's settings to your new bucket.
If you do not want to copy the settings of an existing bucket, skip to the next step.

(® Note
This option:
« Is not available in the AWS CLI and is only available in console

« Is not available for directory buckets

» Does not copy the bucket policy from the existing bucket to the new bucket

To copy an existing bucket's settings, under Copy settings from existing bucket, select Choose
bucket. The Choose bucket window opens. Find the bucket with the settings that you would
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like to copy, and select Choose bucket. The Choose bucket window closes, and the Create
bucket window re-opens.

Under Copy settings from existing bucket, you will now see the name of the bucket you
selected. You will also see a Restore defaults option that you can use to remove the copied
bucket settings. Review the remaining bucket settings, on the Create bucket page. You will
see that they now match the settings of the bucket that you selected. You can skip to the final
step.

9. Under Object Ownership, to disable or enable ACLs and control ownership of objects
uploaded in your bucket, choose one of the following settings:

ACLs disabled

o Bucket owner enforced (default) — ACLs are disabled, and the bucket owner automatically
owns and has full control over every object in the bucket. ACLs no longer affect access
permissions to data in the S3 bucket. The bucket uses policies exclusively to define access
control.

By default, ACLs are disabled. A majority of modern use cases in Amazon S3 no longer
require the use of ACLs. We recommend that you keep ACLs disabled, except in unusual
circumstances where you must control access for each object individually. For more
information, see Controlling ownership of objects and disabling ACLs for your bucket.

ACLs enabled

» Bucket owner preferred — The bucket owner owns and has full control over new objects that
other accounts write to the bucket with the bucket-owner-full-control canned ACL.

If you apply the Bucket owner preferred setting, to require all Amazon S3 uploads to
include the bucket-owner-full-control canned ACL, you can add a bucket policy that

allows only object uploads that use this ACL.

» Object writer - The AWS account that uploads an object owns the object, has full control
over it, and can grant other users access to it through ACLs.
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10.

11.

12.

13.
14.

® Note

The default setting is Bucket owner enforced. To apply the default setting and keep
ACLs disabled, only the s3:CreateBucket permission is needed. To enable ACLs, you
must have the s3:PutBucketOwnershipControls permission.

Under Block Public Access settings for this bucket, choose the Block Public Access settings
that you want to apply to the bucket.

By default, all four Block Public Access settings are enabled. We recommend that you keep
all settings enabled, unless you know that you need to turn off one or more of them for your
specific use case. For more information about blocking public access, see Blocking public
access to your Amazon S3 storage.

(@ Note

To enable all Block Public Access settings, only the s3:CreateBucket permission
is required. To turn off any Block Public Access settings, you must have the
s3:PutBucketPublicAccessBlock permission.

(Optional) Under Bucket Versioning, you can choose if you wish to keep variants of objects in
your bucket. For more information about versioning, see Retaining multiple versions of objects

with S3 Versioning.

To disable or enable versioning on your bucket, choose either Disable or Enable.
(Optional) Under Tags, you can choose to add tags to your bucket. Tags are key-value pairs
used to categorize storage.

To add a bucket tag, enter a Key and optionally a Value and choose Add Tag.

Under Default encryption, choose Edit.

To configure default encryption, under Encryption type, choose one of the following:

« Amazon S3 managed key (SSE-S3)
« AWS Key Management Service key (SSE-KMS)
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/A Important

If you use the SSE-KMS option for your default encryption configuration, you are
subject to the requests per second (RPS) quota of AWS KMS. For more information
about AWS KMS quotas and how to request a quota increase, see Quotas in the AWS
Key Management Service Developer Guide.

Buckets and new objects are encrypted with server-side encryption with an Amazon S3
managed key as the base level of encryption configuration. For more information about
default encryption, see Setting default server-side encryption behavior for Amazon S3
buckets.

For more information about using Amazon S3 server-side encryption to encrypt your data, see
Using server-side encryption with Amazon S3 managed keys (SSE-S3).

15. If you chose AWS Key Management Service key (SSE-KMS), do the following:
a. Under AWS KMS key, specify your KMS key in one of the following ways:

» To choose from a list of available KMS keys, choose Choose from your AWS KMS keys,
and choose your KMS key from the list of available keys.

Both the AWS managed key (aws/s3) and your customer managed keys appear in this
list. For more information about customer managed keys, see Customer keys and AWS
keys in the AWS Key Management Service Developer Guide.

« To enter the KMS key ARN, choose Enter AWS KMS key ARN, and enter your KMS key
ARN in the field that appears.

» To create a new customer managed key in the AWS KMS console, choose Create a KMS
key.

For more information about creating an AWS KMS key, see Creating keys in the AWS Key

Management Service Developer Guide.

/A Important

You can use only KMS keys that are available in the same AWS Region as the
bucket. The Amazon S3 console lists only the first 100 KMS keys in the same
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Region as the bucket. To use a KMS key that is not listed, you must enter your
KMS key ARN. If you want to use a KMS key that is owned by a different account,
you must first have permission to use the key and then you must enter the KMS
key ARN. For more information on cross account permissions for KMS keys, see
Creating KMS keys that other accounts can use in the AWS Key Management
Service Developer Guide. For more information on SSE-KMS, see Specifying server-
side encryption with AWS KMS (SSE-KMS).

When you use an AWS KMS key for server-side encryption in Amazon S3, you must
choose a symmetric encryption KMS key. Amazon S3 supports only symmetric
encryption KMS keys and not asymmetric KMS keys. For more information, see
Identifying symmetric and asymmetric KMS keys in the AWS Key Management
Service Developer Guide.

For more information about creating an AWS KMS key, see Creating keys in the AWS Key
Management Service Developer Guide. For more information about using AWS KMS with
Amazon S3, see Using server-side encryption with AWS KMS keys (SSE-KMS).

b. When you configure your bucket to use default encryption with SSE-KMS, you can also
enable S3 Bucket Keys. S3 Bucket Keys lower the cost of encryption by decreasing request
traffic from Amazon S3 to AWS KMS. For more information, see Reducing the cost of SSE-
KMS with Amazon S3 Bucket Keys.

To use S3 Bucket Keys, under Bucket Key, choose Enable.

16. (Optional) If you want to enable S3 Object Lock, do the following:

a. Choose Advanced settings.

/A Important

Enabling Object Lock also enables versioning for the bucket. After enabling
you must configure the Object Lock default retention and legal hold settings to
protect new objects from being deleted or overwritten.

b. If you want to enable Object Lock, choose Enable, read the warning that appears, and
acknowledge it.

For more information, see Locking objects with Object Lock.
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® Note

To create an Object Lock enabled bucket, you must have the following
permissions: s3:CreateBucket, s3:PutBucketVersioning and
s3:PutBucketObjectLockConfiguration.

17. Choose Create bucket.

You've created a bucket in Amazon S3.
Next step

To add an object to your bucket, see Step 2: Upload an object to your bucket.

Step 2: Upload an object to your bucket

After creating a bucket in Amazon S3, you're ready to upload an object to the bucket. An object can
be any kind of file: a text file, a photo, a video, and so on.

(@ Note

For more information about using the Amazon S3 Express One Zone storage class with
directory buckets, see S3 Express One Zone and Working with directory buckets.

To upload an object to a bucket

1. Open the Amazon S3 console at https://console.aws.amazon.com/s3/.

In the Buckets list, choose the name of the bucket that you want to upload your object to.
On the Objects tab for your bucket, choose Upload.
Under Files and folders, choose Add files.

Choose a file to upload, and then choose Open.
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Choose Upload.

You've successfully uploaded an object to your bucket.
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Next step

To view your object, see Step 3: Download an object.

Step 3: Download an object

After you upload an object to a bucket, you can view information about your object and download
the object to your local computer.

(® Note

For more information about using the Amazon S3 Express One Zone storage class with
directory buckets, see S3 Express One Zone and Working with directory buckets.

Using the S3 console

This section explains how to use the Amazon S3 console to download an object from an S3 bucket.

(® Note

» You can download only one object at a time.

o If you use the Amazon S3 console to download an object whose key name ends with a
period (.), the period is removed from the key name of the downloaded object. To retain
the period at the end of the name of the downloaded object, you must use the AWS
Command Line Interface (AWS CLI), AWS SDKs, or Amazon S3 REST API.

To download an object from an S3 bucket

1. Sign in to the AWS Management Console and open the Amazon S3 console at https://
console.aws.amazon.com/s3/.

2. In the Buckets list, choose the name of the bucket that you want to download an object from.

3.  You can download an object from an S3 bucket in any of the following ways:

« Select the check box next to the object, and choose Download. If you want to download the
object to a specific folder, on the Actions menu, choose Download as.

Step 3: Download an object API Version 2006-03-01 26


https://console.aws.amazon.com/s3/
https://console.aws.amazon.com/s3/

Amazon Simple Storage Service User Guide

« If you want to download a specific version of the object, turn on Show versions (located
next to the search box). Select the check box next to the version of the object that you
want, and choose Download. If you want to download the object to a specific folder, on the
Actions menu, choose Download as.

You've successfully downloaded your object.
Next step

To copy and paste your object within Amazon S3, see Step 4: Copy your object to a folder.

Step 4: Copy your object to a folder

You've already added an object to a bucket and downloaded the object. Now, you create a folder
and copy the object and paste it into the folder.

® Note

For more information about using the Amazon S3 Express One Zone storage class with
directory buckets, see S3 Express One Zone and Working with directory buckets.

To copy an object to a folder

1. In the Buckets list, choose your bucket name.

2. Choose Create folder and configure a new folder:

a. Enter a folder name (for example, favorite-pics).

b. For the folder encryption setting, choose Disable.

c. Choose Save.
3. Navigate to the Amazon S3 bucket or folder that contains the objects that you want to copy.
4. Select the check box to the left of the names of the objects that you want to copy.

5. Choose Actions and choose Copy from the list of options that appears.

Alternatively, choose Copy from the options in the upper right.

6. Choose the destination folder:
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a. Choose Browse S3.

b. Choose the option button to the left of the folder name.

To navigate into a folder and choose a subfolder as your destination, choose the folder
name.

c. Choose Choose destination.

The path to your destination folder appears in the Destination box. In Destination, you can
alternately enter your destination path, for example, s3://bucket-name/folder-name/.

7. In the bottom right, choose Copy.

Amazon S3 copies your objects to the destination folder.

Next step

To delete an object and a bucket in Amazon S3, see Step 5: Delete your objects and bucket.

Step 5: Delete your objects and bucket

When you no longer need an object or a bucket, we recommend that you delete them to prevent
further charges. If you completed this getting started walkthrough as a learning exercise, and you
don't plan to use your bucket or objects, we recommend that you delete your bucket and objects so
that charges no longer accrue.

Before you delete your bucket, empty the bucket or delete the objects in the bucket. After you
delete your objects and bucket, they are no longer available.

If you want to continue to use the same bucket name, we recommend that you delete the objects
or empty the bucket, but don't delete the bucket. After you delete a bucket, the name becomes
available to reuse. However, another AWS account might create a bucket with the same name
before you have a chance to reuse it.

® Note

For more information about using the Amazon S3 Express One Zone storage class with
directory buckets, see S3 Express One Zone and Working with directory buckets.
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Topics

« Deleting an object

« Emptying your bucket

» Deleting your bucket

Deleting an object

If you want to choose which objects you delete without emptying all the objects from your bucket,
you can delete an object.

In the Buckets list, choose the name of the bucket that you want to delete an object from.
Select the object that you want to delete.
Choose Delete from the options in the upper right.

On the Delete objects page, type delete to confirm deletion of your objects.

ik W=

Choose Delete objects.

Emptying your bucket

If you plan to delete your bucket, you must first empty your bucket, which deletes all the objects in
the bucket.

To empty a bucket

1. In the Buckets list, select the bucket that you want to empty, and then choose Empty.

2. To confirm that you want to empty the bucket and delete all the objects in it, in Empty bucket,
type permanently delete.

/A Important

Emptying the bucket cannot be undone. Objects added to the bucket while the empty
bucket action is in progress will be deleted.

3. To empty the bucket and delete all the objects in it, and choose Empty.

An Empty bucket: Status page opens that you can use to review a summary of failed and
successful object deletions.

Deleting an object API Version 2006-03-01 29



Amazon Simple Storage Service User Guide

4. To return to your bucket list, choose Exit.

Deleting your bucket

After you empty your bucket or delete all the objects from your bucket, you can delete your bucket.

1. To delete a bucket, in the Buckets list, select the bucket.
2. Choose Delete.

3. To confirm deletion, in Delete bucket, type the name of the bucket.

/A Important

Deleting a bucket cannot be undone. Bucket names are unique. If you delete your
bucket, another AWS user can use the name. If you want to continue to use the same
bucket name, don't delete your bucket. Instead, empty and keep the bucket.

4. To delete your bucket, choose Delete bucket.

Next steps

In the preceding examples, you learned how to perform some basic Amazon S3 tasks.

The following topics explain the learning paths that you can use to gain a deeper understanding of
Amazon S3 so that you can implement it in your applications.

(® Note

For more information about using the Amazon S3 Express One Zone storage class with
directory buckets, see S3 Express One Zone and Working with directory buckets.

Topics

Understand common use cases

Control access to your buckets and objects

Protect and monitor your storage

Develop with Amazon S3

Deleting your bucket API Version 2006-03-01 30



Amazon Simple Storage Service User Guide

e Learn from tutorials

» Explore training and support

Understand common use cases

You can use Amazon S3 to support your specific use case. The AWS Solutions Library and AWS Blog

provide use-case specific information and tutorials. The following are some common use cases for
Amazon S3:

» Backup and storage — Use Amazon S3 storage management features to manage costs, meet
regulatory requirements, reduce latency, and save multiple distinct copies of your data for
compliance requirements.

« Application hosting — Deploy, install, and manage web applications that are reliable, highly
scalable, and low-cost. For example, you can configure your Amazon S3 bucket to host a static
website. For more information, see Hosting a static website using Amazon S3.

« Media hosting - Build a highly available infrastructure that hosts video, photo, or music uploads
and downloads.

« Software delivery — Host your software applications for customers to download.

Control access to your buckets and objects

Amazon S3 provides a variety of security features and tools. For an overview, see Access control in

Amazon S3.

By default, S3 buckets and the objects in them are private. You have access only to the S3 resources
that you create. You can use the following features to grant granular resource permissions that
support your specific use case or to audit the permissions of your Amazon S3 resources.

» S3 Block Public Access — Block public access to S3 buckets and objects. By default, Block Public
Access settings are turned on at the bucket level.

o AWS ldentity and Access Management (IAM) identities — Use IAM or AWS IAM ldentity Center to
create IAM identities in your AWS account to manage access to your Amazon S3 resources. For

example, you can use IAM with Amazon S3 to control the type of access that a user or group of
users has to an Amazon S3 bucket that your AWS account owns. For more information about IAM
identities and best practices, see IAM identities (users, user groups, and roles) in the IAM User
Guide.
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» Bucket policies — Use IAM-based policy language to configure resource-based permissions for
your S3 buckets and the objects in them.

» Access control lists (ACLs) — Grant read and write permissions for individual buckets and objects
to authorized users. As a general rule, we recommend using S3 resource-based policies (bucket

policies and access point policies) or IAM user policies for access control instead of ACLs. Policies
are a simplified and more flexible access-control option. With bucket policies and access point
policies, you can define rules that apply broadly across all requests to your Amazon S3 resources.
For more information about the specific cases when you'd use ACLs instead of resource-based
policies or IAM user policies, see Identity and Access Management for Amazon S3.

« S3 Object Ownership — Take ownership of every object in your bucket, simplifying access
management for data stored in Amazon S3. S3 Object Ownership is an Amazon S3 bucket-
level setting that you can use to disable or enable ACLs. By default, ACLs are disabled. With
ACLs disabled, the bucket owner owns all the objects in the bucket and manages access to data

exclusively by using access-management policies.

o |IAM Access Analyzer for S3 — Evaluate and monitor your S3 bucket access policies, ensuring that
the policies provide only the intended access to your S3 resources.

Protect and monitor your storage

« Protecting your storage — After you create buckets and upload objects in Amazon S3, you can
protect your object storage. For example, you can use S3 Versioning, S3 Replication, and Multi-
Region Access Point failover controls for disaster recovery, AWS Backup to back up your data, and
S3 Object Lock to set retention periods, prevent deletions and overwrites, and meet compliance

requirements.

« Monitoring your storage — Monitoring is an important part of maintaining the reliability,
availability, and performance of Amazon S3 and your AWS solutions. You can monitor storage
activity and costs. Also, we recommend that you collect monitoring data from all the parts of
your AWS solution so that you can more easily debug a multipoint failure if one occurs.

You can also use analytics and insights in Amazon S3 to understand, analyze, and optimize

your storage usage. For example, use Amazon S3 Storage Lens to understand, analyze, and
optimize your storage. S3 Storage Lens provides 29+ usage and activity metrics and interactive
dashboards to aggregate data for your entire organization, specific accounts, Regions, buckets,
or prefixes. Use Storage Class Analysis to analyze storage access patterns to decide when it's time
to move your data to a more cost-effective storage class. To manage your costs, you can use S3

Lifecycle.
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Develop with Amazon S3

Amazon S3 is a REST service. You can send requests to Amazon S3 using the REST API or the AWS
SDK libraries, which wrap the underlying Amazon S3 REST API, simplifying your programming
tasks. You can also use the AWS Command Line Interface (AWS CLI) to make Amazon S3 API calls.
For more information, see Making requests in the Amazon S3 API Reference.

The Amazon S3 REST APl is an HTTP interface to Amazon S3. With the REST API, you use standard
HTTP requests to create, fetch, and delete buckets and objects. To use the REST API, you can use
any toolkit that supports HTTP. You can even use a browser to fetch objects, as long as they are
anonymously readable. For more information, see Developing with Amazon S3 in the Amazon S3
API Reference.

To help you build applications using the language of your choice, we provide the following
resources.

AWS CLI

You can access the features of Amazon S3 using the AWS CLI. To download and configure the AWS
CLI, see Developing with Amazon S3 using the AWS CLI in the Amazon S3 API Reference.

The AWS CLI provides two tiers of commands for accessing Amazon S3: High-level (s3) commands
and API-level (s3api and s3control commands. The high-level S3 commands simplify performing
common tasks, such as creating, manipulating, and deleting objects and buckets. The s3api and
s3control commands expose direct access to all Amazon S3 API operations, which you can use to
carry out advanced operations that might not be possible with the high-level commands alone.

For a list of Amazon S3 AWS CLI commands, see s3, s3api, and s3control.

AWS SDKs and Explorers

You can use the AWS SDKs when developing applications with Amazon S3. The AWS SDKs simplify
your programming tasks by wrapping the underlying REST API. The AWS Mobile SDKs and the
Amplify JavaScript library are also available for building connected mobile and web applications
using AWS.

In addition to the AWS SDKs, AWS Explorers are available for Visual Studio and Eclipse for Java IDE.
In this case, the SDKs and the explorers are bundled together as AWS Toolkits.

For more information, see Developing with Amazon S3 using the AWS SDKs in the Amazon S3 API
Reference.
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Sample Code and Libraries

The AWS Developer Center and AWS Code Sample Catalog have sample code and libraries written
especially for Amazon S3. You can use these code samples to understand how to implement the

Amazon S3 API. You can also view the Amazon Simple Storage Service API Reference to understand
the Amazon S3 API operations in detail.

Learn from tutorials

You can get started with step-by-step tutorials to learn more about Amazon S3. These tutorials
are intended for a lab-type environment, and they use fictitious company names, user names,
and so on. Their purpose is to provide general guidance. They are not intended for direct use in a
production environment without careful review and adaptation to meet the unique needs of your
organization's environment.

Getting started

 Tutorial: Storing and retrieving a file with Amazon S3

» Tutorial: Getting started using S3 Intelligent-Tiering

« Tutorial: Getting started using the Amazon S3 Glacier storage classes

Optimizing storage costs

« Tutorial: Getting started using S3 Intelligent-Tiering

« Tutorial: Getting started using the Amazon S3 Glacier storage classes

» Tutorial: Optimizing costs and gaining visibility into usage with S3 Storage Lens

Managing storage

« Tutorial: Getting started with Amazon S3 Multi-Region Access Points

« Tutorial: Replicating existing objects in your Amazon S3 buckets with S3 Batch Replication

Hosting videos and websites

o Tutorial: Hosting on-demand streaming video with Amazon S3, Amazon CloudFront, and Amazon
Route 53
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« Tutorial: Configuring a static website on Amazon S3

« Tutorial: Configuring a static website using a custom domain registered with Route 53

Processing data

Tutorial: Transforming data for your application with S3 Object Lambda

Tutorial: Detecting and redacting PIl data with S3 Object Lambda and Amazon Comprehend

Tutorial: Using S3 Object Lambda to dynamically watermark images as they are retrieved

Tutorial: Batch-transcoding videos with S3 Batch Operations

Protecting data

Tutorial: Checking the integrity of data in Amazon S3 with additional checksums

Tutorial: Replicating data within and between AWS Regions using S3 Replication

Tutorial: Protecting data on Amazon S3 against accidental deletion or application bugs using S3

Versioning, S3 Object Lock, and S3 Replication

Tutorial: Replicating existing objects in your Amazon S3 buckets with S3 Batch Replication

Explore training and support

You can learn from AWS experts to advance your skills and get expert assistance achieving your
objectives.

« Training - Training resources provide a hands-on approach to learning Amazon S3. For more
information, see AWS training and certification and AWS online tech talks.

 Discussion Forums — On the forum, you can review posts to understand what you can and can't
do with Amazon S3. You can also post your questions. For more information, see Discussion
Forums.

» Technical Support - If you have further questions, you can contact Technical Support.
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Creating, configuring, and working with Amazon S3
buckets

To store your data in Amazon S3, you work with resources known as buckets and objects. A bucket
is a container for objects. An object is a file and any metadata that describes that file.

To store an object in Amazon S3, you create a bucket and then upload the object to a bucket. When
the object is in the bucket, you can open it, download it, and move it. When you no longer need an
object or a bucket, you can clean up your resources.

(@ Note

For more information about using the Amazon S3 Express One Zone storage class with
directory buckets, see S3 Express One Zone and Working with directory buckets.

(® Note

With Amazon S3, you pay only for what you use. For more information about Amazon S3
features and pricing, see Amazon S3. If you are a new Amazon S3 customer, you can get
started with Amazon S3 for free. For more information, see AWS Free Tier.

The topics in this section provide an overview of working with buckets in Amazon S3. They include
information about naming, creating, accessing, and deleting buckets. For more information about
viewing or listing objects in a bucket, see Organizing, listing, and working with your objects.

Topics

« Buckets overview

o Common bucket patterns for building applications on Amazon S3

o General purpose bucket naming rules

» Bucket quotas, limitations, and restrictions

» Accessing an Amazon S3 bucket

» Creating a bucket

» Viewing the properties for an S3 bucket
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Listing Amazon S3 buckets

Emptying a bucket

Deleting a bucket

Working with Mountpoint for Amazon S3

Working with Storage Browser for Amazon S3

Configuring fast, secure file transfers using Amazon S3 Transfer Acceleration

Using Requester Pays buckets for storage transfers and usage

Buckets overview

To upload your data (photos, videos, documents, etc.) to Amazon S3, you must first create an S3

bucket in one of the AWS Regions.

There are two types of Amazon S3 buckets, general purpose buckets and directory buckets. Choose

the bucket type that best fits your application and performance requirements:

General purpose buckets are the original S3 bucket type and are recommended for most use
cases and access patterns. General purpose buckets also allow objects that are stored across all
storage classes, except S3 Express One Zone.

Directory buckets use the S3 Express One Zone storage class, which is recommended if your
application is performance sensitive and benefits from single-digit millisecond PUT and GET
latencies, see S3 Express One Zone and Working with directory buckets.

The following sections provide more information about general purpose buckets, including bucket

naming rules, quotas, and bucket configuration details. For a list of restriction and limitations

related to Amazon S3 buckets see, Bucket quotas, limitations, and restrictions.

Topics

General purpose buckets overview

Common bucket patterns

Permissions

Managing public access to buckets

Bucket configuration options

Bucket operations
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General purpose buckets overview

A general purpose bucket is a container for objects stored in Amazon S3. You can store any number
of objects in a bucket and all accounts have a default bucket quota of 10,000 general purpose
buckets. To see your bucket utilization, bucket quota, or request an increase to this quota, visit the
Service Quotas console.

» General purpose bucket quotas for commercial Regions can only be viewed and managed from
US East (N. Virginia).

» General purpose bucket quotas for AWS GovCloud (US) can only be viewed and managed from
AWS GovCloud (US-West).

Every object is contained in a bucket. For example, if the object named photos/puppy. jpg

is stored in the amzn-s3-demo-bucket bucket in the US West (Oregon) Region,

then it is addressable by using the URL https://amzn-s3-demo-bucket.s3.us-
west-2.amazonaws.com/photos/puppy.jpg. For more information, see Accessing a Bucket.

In terms of implementation, buckets and objects are AWS resources, and Amazon S3 provides

APIs for you to manage them. For example, you can create a bucket and upload objects using the
Amazon S3 API. You can also use the Amazon S3 console to perform these operations. The console
uses the Amazon S3 APIs to send requests to Amazon S3.

This section describes how to work with buckets. For information about working with objects, see
Amazon S3 objects overview.

Amazon S3 supports global buckets, which means that each bucket name must be unique across all
AWS accounts in all the AWS Regions within a partition. A partition is a grouping of Regions. AWS
currently has three partitions: aws (Standard Regions), aws-cn (China Regions), and aws-us-gov
(AWS GovCloud (US)).

After a bucket is created, the name of that bucket cannot be used by another AWS account in
the same partition until the bucket is deleted. You should not depend on specific bucket naming
conventions for availability or security verification purposes. For bucket naming guidelines, see
General purpose bucket naming rules.

Amazon S3 creates buckets in a Region that you specify. To reduce latency, minimize costs, or
address regulatory requirements, choose any AWS Region that is geographically close to you. For
example, if you reside in Europe, you might find it advantageous to create buckets in the Europe
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(Ireland) or Europe (Frankfurt) Regions. For a list of Amazon S3 Regions, see Regions and Endpoints
in the AWS General Reference.

(@ Note

Objects that belong to a bucket that you create in a specific AWS Region never leave that
Region, unless you explicitly transfer them to another Region. For example, objects that are
stored in the Europe (Ireland) Region never leave it.

Common bucket patterns

When you build applications on Amazon S3, you can use unique general purpose buckets to
separate different datasets or workloads. Depending on your use case, there are different design
patterns and best practices for using buckets. For more information, see Common bucket patterns

for building applications on Amazon S3.

Permissions

You can use your AWS account root user credentials to create a bucket and perform any other
Amazon S3 operation. However, we recommend that you do not use the root user credentials of
your AWS account to make requests, such as to create a bucket. Instead, create an AWS Identity
and Access Management (IAM) user, and grant that user full access (users by default have no
permissions).

These users are referred to as administrators. You can use the administrator user credentials,
instead of the root user credentials of your account, to interact with AWS and perform tasks, such
as create a bucket, create users, and grant them permissions.

For more information, see AWS account root user credentials and IAM user credentials in the AWS

General Reference and Security best practices in IAM in the IAM User Guide.

The AWS account that creates a resource owns that resource. For example, if you create an IAM
user in your AWS account and grant the user permission to create a bucket, the user can create a
bucket. But the user does not own the bucket; the AWS account that the user belongs to owns the
bucket. The user needs additional permission from the resource owner to perform any other bucket
operations. For more information about managing permissions for your Amazon S3 resources, see
Identity and Access Management for Amazon S3.
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Managing public access to buckets

Public access is granted to buckets and objects through bucket policies, access control lists (ACLs),
or both. To help you manage public access to Amazon S3 resources, Amazon S3 provides settings
to block public access. Amazon S3 Block Public Access settings can override ACLs and bucket
policies so that you can enforce uniform limits on public access to these resources. You can apply
Block Public Access settings to individual buckets or to all buckets in your account.

To ensure that all of your Amazon S3 buckets and objects have their public access blocked, all
four settings for Block Public Access are enabled by default when you create a new bucket. We
recommend that you turn on all four settings for Block Public Access for your account too. These
settings block all public access for all current and future buckets.

Before applying these settings, verify that your applications will work correctly without public
access. If you require some level of public access to your buckets or objects—for example, to host
a static website, as described at Hosting a static website using Amazon S3—you can customize the

individual settings to suit your storage use cases. For more information, see Blocking public access

to your Amazon S3 storage.

However, we highly recommend keeping Block Public Access enabled. If you want to keep all four
Block Public Access settings enabled and host a static website, you can use Amazon CloudFront
origin access control (OAC). Amazon CloudFront provides the capabilities required to set up a
secure static website. Amazon S3 static websites support only HTTP endpoints. Amazon CloudFront
uses the durable storage of Amazon S3 while providing additional security headers, such as HTTPS.
HTTPS adds security by encrypting a normal HTTP request and protecting against common
cyberattacks.

For more information, see Getting started with a secure static website in the Amazon CloudFront
Developer Guide.

® Note

If you see an Exror when you list your buckets and their public access settings, you might
not have the required permissions. Make sure that you have the following permissions
added to your user or role policy:

s3:GetAccountPublicAccessBlock
s3:GetBucketPublicAccessBlock
s3:GetBucketPolicyStatus
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s3:GetBucketlLocation
s3:GetBucketAcl
s3:ListAccessPoints
s3:ListAl1MyBuckets

In some rare cases, requests can also fail because of an AWS Region outage.

Bucket configuration options

Amazon S3 supports various options for you to configure your bucket. For example, you can
configure your bucket for website hosting, add a configuration to manage the lifecycle of objects

in the bucket, and configure the bucket to log all access to the bucket. Amazon S3 supports
subresources for you to store and manage the bucket configuration information. You can use the
Amazon S3 API to create and manage these subresources. However, you can also use the console or

the AWS SDKs.

(® Note

There are also object-level configurations. For example, you can configure object-level
permissions by configuring an access control list (ACL) specific to that object.

These are referred to as subresources because they exist in the context of a specific bucket
or object. The following table lists subresources that enable you to manage bucket-specific

configurations.

Subresource

cors (cross-origin
resource sharing)

event notification

Description
You can configure your bucket to allow cross-origin requests.

For more information, see Using cross-origin resource sharing (CORS).

You can enable your bucket to send you notifications of specified bucket
events.

For more information, see Amazon S3 Event Notifications.
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Subresource

lifecycle

location

logging

object locking

policy and ACL
(access control
list)

replication

Description

You can define lifecycle rules for objects in your bucket that have a well-
defined lifecycle. For example, you can define a rule to archive objects one
year after creation, or delete an object 10 years after creation.

For more information, see Managing the lifecycle of objects.

When you create a bucket, you specify the AWS Region where you want
Amazon S3 to create the bucket. Amazon S3 stores this information in the
location subresource and provides an API for you to retrieve this infor
mation.

Logging enables you to track requests for access to your bucket. Each
access log record provides details about a single access request, such as
the requester, bucket name, request time, request action, response status,
and error code, if any. Access log information can be useful in security and
access audits. It can also help you learn about your customer base and
understand your Amazon S3 bill.

For more information, see Logging requests with server access logging.

To use S3 Object Lock, you must enable it for a bucket. You can also
optionally configure a default retention mode and period that applies to
new objects that are placed in the bucket.

For more information, see Locking objects with Object Lock.

All your resources (such as buckets and objects) are private by default

. Amazon S3 supports both bucket policy and access control list (ACL)
options for you to grant and manage bucket-level permissions. Amazon S3
stores the permission information in the policy and acl subresources.

For more information, see Identity and Access Management for Amazon S3.

Replication is the automatic, asynchronous copying of objects across
buckets in different or the same AWS Regions. For more information, see
Replicating objects within and across Regions.
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Subresource

requestPayment

tagging

transfer accelerat
ion

versioning

website

Description

By default, the AWS account that creates the bucket (the bucket own

er) pays for downloads from the bucket. Using this subresource, the
bucket owner can specify that the person requesting the download will be
charged for the download. Amazon S3 provides an API for you to manage
this subresource.

For more information, see Using Requester Pays buckets for storage

transfers and usage.

You can add cost allocation tags to your bucket to categorize and track
your AWS costs. Amazon S3 provides the tagging subresource to store

and manage tags on a bucket. Using tags you apply to your bucket, AWS
generates a cost allocation report with usage and costs aggregated by your
tags.

For more information, see Billing and usage reporting for Amazon S3.

Transfer Acceleration enables fast, easy, and secure transfers of files over
long distances between your client and an S3 bucket. Transfer Accelerat
ion takes advantage of the globally distributed edge locations of Amazon
CloudFront.

For more information, see Configuring fast, secure file transfers using

Amazon S3 Transfer Acceleration.

Versioning helps you recover accidental overwrites and deletes.

We recommend versioning as a best practice to recover objects from being
deleted or overwritten by mistake.

For more information, see Retaining multiple versions of objects with S3
Versioning.

You can configure your bucket for static website hosting. Amazon S3 stores
this configuration by creating a website subresource.

For more information, see Hosting a static website using Amazon S3.
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Bucket operations

The high availability engineering of Amazon S3 is focused on get, put, list, and delete operations.
Because bucket operations work against a centralized, global resource space, we recommend that
you don't create, delete, or configure buckets on the high availability code path of your application.
It's better to create, delete, or configure buckets in a separate initialization or setup routine that
you run less often.

Common bucket patterns for building applications on Amazon
S3

When you build applications on Amazon S3, you can use unique general purpose buckets to
separate different datasets or workloads. When you build applications that serve end users or
different user groups, use our best practices design patterns to build applications that can best
take advantage of Amazon S3 features and scalability.

/A Important

We recommend that you create bucket names that are not predictable. Do not write code
assuming your chosen bucket name is available unless you have already created the bucket.
One method for creating bucket names that are not predictable is to append a Globally
Unique Identifier (GUID) to your bucket name, for example, amzn-s3-demo-bucket-
alb2c3d4-5678-90ab-cdef-EXAMPLE11111. For more information about general
purpose bucket naming rules, see General purpose bucket naming rules.

Topics

« Multi-tenant bucket pattern

e Bucket-per-use pattern

Multi-tenant bucket pattern

With multi-tenant buckets, you create a single bucket for a team or workload. You use unique S3
prefixes to organize the objects that you store in the bucket. A prefix is a string of characters at the
beginning of the object key name. A prefix can be any length, subject to the maximum length of
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the object key name (1,024 bytes). You can think of prefixes as a way to organize your data in a
similar way to directories. However, prefixes are not directories.

For example, to store information about cities, you might organize it by continent, then by country,
then by province or state. Because these names don't usually contain punctuation, you might use
slash (/) as the delimiter. The following examples shows prefixes being used to organize city names
by continent, country, and then province or state, using a slash (/) delimiter.

Europe/France/NouvelleA-Aquitaine/Bordeaux

North America/Canada/Quebec/Montreal

North America/USA/Washington/Bellevue

North America/USA/Washington/Seattle

This pattern scales well when you have hundreds of unique datasets within a bucket. With prefixes,
you can easily organize and group these datasets.

However, one potential drawback to the multi-tenant bucket pattern is that many S3 bucket-

level features like default bucket encryption, S3 Versioning, and S3 Requester Pays are set at the
bucket-level and not the prefix-level. If the different datasets within the multi-tenant bucket have
unique requirements, the fact that you can't configure many S3 bucket-level features at the prefix-
level can make it difficult for you to specify the correct settings for each dataset. Additionally, in a
multi-tenant bucket, cost allocation can become complex as you work to understand the storage,
requests, and data transfer associated with specific prefixes.

Bucket-per-use pattern

With the bucket-per-use pattern, you create a bucket for each distinct dataset, end user, or team.
Because you can configure S3 bucket-level features for each of these buckets, you can use this
pattern to configure unique bucket-level settings. For example, you can configure features like
default bucket encryption, S3 Versioning, and S3 Requester Pays in a way that is customized to the
dataset in each bucket. Using one bucket for each distinct dataset, end user, or team can also help
you simplify both your access management and cost allocation strategies.

A potential drawback to this strategy is that you will need to manage potentially thousands of
buckets. All AWS accounts have a default bucket quota of 10,000 general purpose buckets. You can
increase the bucket quota for an account by submitting a quota increase request. To request an
increase for general purpose buckets, visit the Service Quotas console.
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To manage your bucket-per-use pattern and simplify your infrastructure management, you can use
AWS CloudFormation. You can create a custom AWS CloudFormation template for your pattern
that already defines all of your desired settings for your S3 buckets so that you can easily deploy

and track any changes to your infrastructure. For more information, see AWS::S3::Bucket in the
AWS CloudFormation User Guide.

2+ W

Create or use an Save locally or Use AWS CloudFormation to
existing termplate in 53 bucket create a stack based on your
template, It constructs and
configures your stack resources.

General purpose bucket naming rules

When you create a general purpose bucket, you choose its name and the AWS Region to create it
in. After you create a general purpose bucket, you can't change its name or Region. The following
sections provide information about general purpose bucket naming, including naming rules, best
practices, and an example for creating a general purpose bucket with a name that includes a
globally unique identifier (GUID).

For directory bucket naming rules, see Directory bucket naming rules.

For information on object key names, see Creating object key names.

Topics

General purpose buckets naming rules

Example general purpose bucket names

Best practices

Creating a bucket that uses a GUID in the bucket name
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General purpose buckets naming rules

The following naming rules apply for general purpose buckets.

» Bucket names must be between 3 (min) and 63 (max) characters long.

» Bucket names can consist only of lowercase letters, numbers, dots (.), and hyphens (-).
» Bucket names must begin and end with a letter or number.

o Bucket names must not contain two adjacent periods.

» Bucket names must not be formatted as an IP address (for example, 192.168.5.4).

e Bucket names must not start with the prefix xn--.

» Bucket names must not start with the prefix sthree-.

» Bucket names must not start with the prefix sthree-configurator.

» Bucket names must not start with the prefix amzn-s3-demo-.

» Bucket names must not end with the suffix -s3alias. This suffix is reserved for access point
alias names. For more information, see Using a bucket-style alias for your S3 bucket access point.

» Bucket names must not end with the suffix --o01-s3. This suffix is reserved for Object Lambda
Access Point alias names. For more information, see How to use a bucket-style alias for your S3
bucket Object Lambda Access Point.

» Bucket names must not end with the suffix .mrap. This suffix is reserved for Multi-Region Access
Point names. For more information, see Rules for naming Amazon S3 Multi-Region Access Points.

» Bucket names must not end with the suffix - -x-s3. This suffix is reserved for directory buckets.
For more information, see Directory bucket naming rules.

« Bucket names must be unique across all AWS accounts in all the AWS Regions within a partition.
A partition is a grouping of Regions. AWS currently has three partitions: aws (Standard Regions),
aws-cn (China Regions), and aws-us-gov (AWS GovCloud (US)).

» A bucket name cannot be used by another AWS account in the same partition until the bucket is
deleted.

» Buckets used with Amazon S3 Transfer Acceleration can't have dots (.) in their names. For more
information about Transfer Acceleration, see Configuring fast, secure file transfers using Amazon

S3 Transfer Acceleration.
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/A Important

« Bucket names must be unique across all AWS accounts in all the AWS Regions within a
partition. A partition is a grouping of Regions. AWS currently has three partitions: aws
(Standard Regions), aws - cn (China Regions), and aws-us-gov (AWS GovCloud (US)).

» A bucket name cannot be used by another AWS account in the same partition until the
bucket is deleted. After you delete a bucket, be aware that another AWS account in the
same partition can use the same bucket name.

Note

Before March 1, 2018, buckets created in the US East (N. Virginia) Region could have names
that were up to 255 characters long and included uppercase letters and underscores.
Beginning March 1, 2018, new buckets in US East (N. Virginia) must conform to the same
rules applied in all other Regions.

Example general purpose bucket names

The following example bucket names are valid and follow the recommended naming guidelines for

general purpose buckets:

docexamplebucket-1alb2c3d4-5678-90ab-cdef-EXAMPLEaaaaa
amzn-s3-demo-bucketl-alb2c3d4-5678-90ab-cdef-EXAMPLE11111
amzn-s3-demo-bucket-alb2c3d4-5678-90ab-cdef-EXAMPLE22222

amzn-s3-demo-bucket?2

The following example bucket names are valid but not recommended for uses other than static

website hosting:

« example.com

 www.example.com

« my.example.s3.bucket
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The following example bucket names are not valid:

e amzn_s3_demo_bucket (contains underscores)
« AmznS3DemoBucket (contains uppercase letters)

« amzn-s3-demo-bucket- (ends with a hyphen)

Best practices

When naming your buckets, consider the following bucket naming best practices.
Choose a bucket naming scheme that is unlikely to cause naming conflicts

If your application automatically creates buckets, choose a bucket naming scheme that is unlikely
to cause naming conflicts. Ensure that your application logic will choose a different bucket name if
a bucket name is already taken.

Append globally unique identifiers (GUID) to bucket names

We recommend that you create bucket names that are not predictable. Do not write code assuming
your chosen bucket name is available unless you have already created the bucket. One method for
creating bucket names that are not predictable is to append a Globally Unique Identifier (GUID)

to your bucket name, for example, amzn-s3-demo-bucket-alb2c3d4-5678-90ab-cdef-
EXAMPLE11111.

Avoid using dots (.) in bucket names

For best compatibility, we recommend that you avoid using dots (.) in bucket names, except for
buckets that are used only for static website hosting. If you include dots in a bucket's name,

you can't use virtual-host-style addressing over HTTPS, unless you perform your own certificate
validation. This is because the security certificates used for virtual hosting of buckets don't work for
buckets with dots in their names.

This limitation doesn't affect buckets used for static website hosting, because static website
hosting is only available over HTTP. For more information about virtual-host-style addressing, see
Virtual hosting of buckets. For more information about static website hosting, see Hosting a static
website using Amazon S3.

Choose a relevant name
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When you name a bucket, we recommend that you choose a name that is relevant to you or your
business. Avoid using names associated with others. For example, you should avoid using AWS or
Amazon in your bucket name.

Reusing bucket names

If a bucket is empty, you can delete it. After a bucket is deleted, the name becomes available for
reuse. However, after you delete the bucket, you might not be able to reuse the name for various
reasons.

For example, when you delete the bucket and the name becomes available for reuse, another AWS
account might create a bucket with that name. In addition, some time might pass before you can
reuse the name of a deleted bucket. If you want to use the same bucket name, we recommend that
you don't delete the bucket.

Creating a bucket that uses a GUID in the bucket name

The following examples show you how to create a general purpose bucket that uses a GUID at the
end of the bucket name.

Using the AWS CLI

The following AWS CLI example creates a bucket in the US West (N. California) Region (us-west-1)
Region with an example bucket name that uses a globally unique identifier (GUID).

aws s3api create-bucket \
--bucket amzn-s3-demo-bucket1$(uuidgen | tr -d - | tr '[:upper:]' '[:lower:]"' ) \
--region us-west-1 \
--create-bucket-configuration LocationConstraint=us-west-1

Using the AWS SDK for Java

The following example shows you how to create a bucket with a GUID at the end of the bucket
name in US East (N. Virginia) Region (us-east-1;) by using the AWS SDK for Java. For information
about other AWS SDKs, see Tools to Build on AWS.

import com.amazonaws.regions.Regions;

import com.amazonaws.services.s3.AmazonS3;

import com.amazonaws.services.s3.AmazonS3ClientBuilder;
import com.amazonaws.services.s3.model.Bucket;

import com.amazonaws.services.s3.model.CreateBucketRequest;
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import java.util.list;
import java.util.UUID;

public class CreateBucketWithUUID {
public static void main(String[] args) {
final AmazonS3 s3 =
AmazonS3ClientBuilder.standard().withRegion(Regions.US_EAST_1).build();
String bucketName = "amzn-s3-demo-bucket" +
UUID.randomUUID().toString().replace("-", "");
CreateBucketRequest createRequest = new CreateBucketRequest(bucketName);
System.out.println(bucketName);
s3.createBucket(createRequest);

Bucket quotas, limitations, and restrictions

An Amazon S3 bucket is owned by the AWS account that created it. Bucket ownership is not
transferable to another account.

Bucket quotas

By default, you can create up to 10,000 general purpose buckets per AWS account. To request a
quota increase for general purpose buckets, visit the Service Quotas console.

/A Important

We strongly recommend using only paginated ListBuckets requests. Unpaginated
ListBuckets requests are only supported for AWS accounts set to the default general
purpose bucket quota of 10,000. If you have an approved general purpose bucket quota
above 10,000, you must send paginated ListBuckets requests to list your account'’s
buckets. All unpaginated ListBuckets requests will be rejected for AWS accounts with a
general purpose bucket quota greater than 10,000.

(® Note

You must use the following AWS Regions to view your quota, bucket utilization, or request
an increase for your general purpose buckets in your AWS account.
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» General purpose bucket quotas for commercial Regions can only be viewed and managed
from US East (N. Virginia).

» General purpose bucket quotas for AWS GovCloud (US) can only be viewed and managed
from AWS GovCloud (US-West).

For information about service quotas, see AWS service quotas in the Amazon Web Services General

Reference.

Objects and bucket limitations

There is no max bucket size or limit to the number of objects that you can store in a bucket. You
can store all of your objects in a single bucket, or you can organize them across several buckets.
However, you can't create a bucket from within another bucket.

Bucket naming rules

When you create a bucket, you choose its name and the AWS Region to create it in. After you create
a bucket, you can't change its name or Region. For more information about bucket naming, see
General purpose bucket naming rules.

Accessing an Amazon S3 bucket

You can access your Amazon S3 buckets by using the Amazon S3 console, AWS Command Line
Interface, AWS SDKs, or the Amazon S3 REST API. Each method of accessing an S3 bucket supports
specific use cases. For more information, see the following sections.

Topics

Use cases

Amazon S3 console

AWS CLI

AWS SDKs
Amazon S3 REST API
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Use cases

Depending on the use case for your Amazon S3 bucket, there are different recommended methods
to access the underlying data in your buckets. The following list includes common use cases for
accessing your data.

« Static websites — You can use Amazon S3 to host a static website. In this use case, you can
configure your S3 bucket to function like a website. For an example that walks you through the
steps of hosting a website on Amazon S3, see Tutorial: Configuring a static website on Amazon
S3.

To host a static website with security settings like Block Public Access enabled, we recommend
using Amazon CloudFront with Origin Access Control (OAC) and implementing additional security
headers, such as HTTPS. For more information, see Getting started with a secure static website.

(® Note
Amazon S3 supports both virtual-hosted—style and path-style URLs for static website

access. Because buckets can be accessed using path-style and virtual-hosted—style URLs,
we recommend that you create buckets with DNS-compliant bucket names. For more
information, see Bucket quotas, limitations, and restrictions.

» Shared datasets — As you scale on Amazon S3, it's common to adopt a multi-tenant model,
where you assign different end customers or business units to unique prefixes within a shared
bucket. By using Amazon S3 access points, you can divide one large bucket policy into separate,

discrete access point policies for each application that needs to access the shared dataset. This
approach makes it simpler to focus on building the right access policy for an application without
disrupting what any other application is doing within the shared dataset. For more information,
see Managing access to shared datasets with access points.

» High-throughput workloads — Mountpoint for Amazon S3 is a high-throughput open source
file client for mounting an Amazon S3 bucket as a local file system. With Mountpoint, your
applications can access objects stored in Amazon S3 through file-system operations, such as
open and read. Mountpoint automatically translates these operations into S3 object API calls,
giving your applications access to the elastic storage and throughput of Amazon S3 through a
file interface. For more information, see Working with Mountpoint for Amazon S3.

« Multi-Region applications - Amazon S3 Multi-Region Access Points provide a global endpoint
that applications can use to fulfill requests from S3 buckets that are located in multiple AWS
Regions. You can use Multi-Region Access Points to build multi-Region applications with the
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same architecture that's used in a single Region, and then run those applications anywhere in the
world. Instead of sending requests over the public internet, Multi-Region Access Points provide
built-in network resilience with acceleration of internet-based requests to Amazon S3. For more
information, see Managing multi-Region traffic with Multi-Region Access Points.

« Secure Shell (SSH) File Transfer Protocol (SFTP) - If you're trying to securely transfer sensitive
data over the internet, you can use an SFTP-enabled server with your Amazon S3 bucket. AWS
SFTP is a network protocol that supports the full security and authentication functionality of
SSH. With this protocol, you have fine-grained control over user identity, permissions, and keys
or you can use IAM policies to manage access. To associate an SFTP enabled server with your
Amazon S3 bucket, make sure to create your SFTP-enabled server first. Then, you set up user
accounts, and associate the server with an Amazon S3 bucket. For a walkthrough of this process,
see AWS Transfer for SFTP — Fully Managed SFTP Service for Amazon S3 in AWS Blogs.

Amazon S3 console

The console is a web-based user interface for managing Amazon S3 and AWS resources. With the
Amazon S3 console, you can easily access a bucket and modify the bucket's properties. You can also
perform most bucket operations by using the console Ul, without having to write any code.

If you've signed up for an AWS account, you can access the Amazon S3 console by signing into the
Amazon S3 console and choosing S3 from the Amazon S3 console home page. You can also use
this link to directly access the https://console.aws.amazon.com/s3/.

AWS CLI

You can use the AWS CLI to issue commands or build scripts at your system's command line to
perform AWS (including S3) tasks. For example, if you need to access multiple buckets, you can
save time by using the AWS CLI to automate common and repetitive tasks. Scriptability and
repeatability for common actions are frequent considerations as organizations scale.

The AWS CLI provides commands for a broad set of AWS services. The AWS CLI is supported on
Windows, macOS, and Linux. To get started, see the AWS Command Line Interface User Guide. For

more information about the commands for Amazon S3, see s3api and s3control in the AWS CLI

Command Reference.
AWS SDKs

AWS provides SDKs (software development kits) that consist of libraries and sample code for
various programming languages and platforms (Java, Python, Ruby, .NET, iOS, Android, and so on).
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The AWS SDKs provide a convenient way to create programmatic access to S3 and AWS. Amazon
S3 is a REST service. You can send requests to Amazon S3 using the AWS SDK libraries, which wrap
the underlying Amazon S3 REST API and simplify your programming tasks. For example, the SDKs
take care of tasks such as calculating signatures, cryptographically signing requests, managing
errors, and retrying requests automatically. For information about the AWS SDKs, including how to
download and install them, see Tools for AWS.

Every interaction with Amazon S3 is either authenticated or anonymous. If you are using the AWS
SDKs, the libraries compute the signature for authentication from the keys that you provide. For
more information about how to make requests to Amazon S3, see Making requests .

Amazon S3 REST API

The architecture of Amazon S3 is designed to be programming language-neutral, using AWS-
supported interfaces to store and retrieve objects. You can access S3 and AWS programmatically
by using the Amazon S3 REST API. The REST API is an HTTP interface to Amazon S3. With the REST
API, you use standard HTTP requests to create, fetch, and delete buckets and objects.

To use the REST API, you can use any toolkit that supports HTTP. You can even use a browser to
fetch objects, as long as they are anonymously readable.

The REST API uses standard HTTP headers and status codes, so that standard browsers and
toolkits work as expected. In some areas, we have added functionality to HTTP (for example, we
added headers to support access control). In these cases, we have done our best to add the new
functionality in a way that matches the style of standard HTTP usage.

If you make direct REST API calls in your application, you must write the code to compute the
signature and add it to the request. For more information about how to make requests to Amazon
S3, see Making requests in the Amazon S3 API Reference.

Virtual hosting of buckets

Virtual hosting is the practice of serving multiple websites from a single web server. One way

to differentiate sites in your Amazon S3 REST API requests is by using the apparent hostname

of the Request-URI instead of just the path name part of the URI. An ordinary Amazon S3 REST
request specifies a bucket by using the first slash-delimited component of the Request-URI path.
Instead, you can use Amazon S3 virtual hosting to address a bucket in a REST API call by using
the HTTP Host header. In practice, Amazon S3 interprets Host as meaning that most buckets are
automatically accessible for limited types of requests at https://bucket-name.s3.region-
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code.amazonaws . com. For a complete list of Amazon S3 Regions and endpoints, see Amazon S3
endpoints and quotas in the Amazon Web Services General Reference.

Virtual hosting also has other benefits. By naming your bucket after your registered domain

name and by making that name a DNS alias for Amazon S3, you can completely customize the
URL of your Amazon S3 resources, for example, http://my.bucket-name.com/. You can also
publish to the "root directory" of your bucket's virtual server. This ability can be important because
many existing applications search for files in this standard location. For example, favicon.ico,
robots.txt, and crossdomain.xml are all expected to be found at the root.

/A Important

When you're using virtual-hosted-style buckets with SSL, the SSL wildcard certificate
matches only buckets that do not contain dots (.). To work around this limitation, use
HTTP or write your own certificate-verification logic. For more information, see Amazon S3
Path Deprecation Plan on the AWS News Blog.

Topics

» Path-style requests

 Virtual-hosted-style requests

« HTTP Host header bucket specification

« Examples
o Customizing Amazon S3 URLs with CNAME records

+ How to associate a hostname with an Amazon S3 bucket

e Limitations

» Backward compatibility

Path-style requests

Currently, Amazon S3 supports both virtual-hosted-style and path-style URL access in all AWS
Regions. However, path-style URLs will be discontinued in the future. For more information, see the
following Important note.

In Amazon S3, path-style URLs use the following format:
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https://s3.region-code.amazonaws.com/bucket-name/key-name

For example, if you create a bucket named amzn-s3-demo-bucketl in the US West (Oregon)
Region, and you want to access the puppy . jpg object in that bucket, you can use the following
path-style URL:

https://s3.us-west-2.amazonaws.com/amzn-s3-demo-bucketl/puppy.jpg

/A Important

Update (September 23, 2020) — To make sure that customers have the time that they need
to transition to virtual-hosted-style URLs, we have decided to delay the deprecation of
path-style URLs. For more information, see Amazon S3 Path Deprecation Plan — The Rest of
the Story in the AWS News Blog.

/A Warning

When hosting website content that will be accessed from a web browser, avoid using path-
style URLs, which might interfere with the browser same origin security model. To host
website content, we recommend that you use either S3 website endpoints or a CloudFront
distribution. For more information, see Website endpoints and Deploy a React-based

single-page application to Amazon S3 and CloudFront in the AWS Perspective Guidance

Patterns.

Virtual-hosted-style requests
In a virtual-hosted-style URI, the bucket name is part of the domain name in the URL.

Amazon S3 virtual-hosted-style URLs use the following format:

https://bucket-name.s3.region-code.amazonaws.com/key-name

In this example, amzn-s3-demo-bucketl is the bucket name, US West (Oregon) is the Region,
and puppy.png is the key name:
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https://amzn-s3-demo-bucketl.s3.us-west-2.amazonaws.com/puppy.png

HTTP Host header bucket specification

As long as your GET request does not use the SSL endpoint, you can specify the bucket for the
request by using the HTTP Host header. The Host header in a REST request is interpreted as
follows:

 If the Host header is omitted or its value is s3.region-code.amazonaws . com, the bucket
for the request will be the first slash-delimited component of the Request-URI, and the key for
the request will be the rest of the Request-URI. This is the ordinary method, as illustrated by the
first and second examples in this section. Omitting the Host header is valid only for HTTP 1.0
requests.

« Otherwise, if the value of the Host header ends in .s3.region-code.amazonaws.com,
the bucket name is the leading component of the Host header's value up to .s3.region-
code.amazonaws.com. The key for the request is the Request-URI. This interpretation exposes
buckets as subdomains of .s3.region-code.amazonaws. com, as illustrated by the third and
fourth examples in this section.

« Otherwise, the bucket for the request is the lowercase value of the Host header, and the key for
the request is the Request-URI. This interpretation is useful when you have registered the same
DNS name as your bucket name and have configured that name to be a canonical name (CNAME)
alias for Amazon S3. The procedure for registering domain names and configuring CNAME DNS
records is beyond the scope of this guide, but the result is illustrated by the final example in this
section.

Examples
This section provides example URLs and requests.
Example - Path-style URLs and requests

This example uses the following:

e Bucket Name - example.com
» Region - US East (N. Virginia)
« Key Name - homepage.html
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The URL is as follows:

http://s3.us-east-1.amazonaws.com/example.com/homepage.html

The request is as follows:

GET /example.com/homepage.html HTTP/1.1
Host: s3.us-east-1.amazonaws.com

The request with HTTP 1.0 and omitting the Host header is as follows:

GET /example.com/homepage.html HTTP/1.0

For information about DNS-compatible names, see Limitations. For more information about keys,
see Keys.

Example - Virtual-hosted-style URLs and requests

This example uses the following:

e Bucket name - amzn-s3-demo-bucketl
» Region - Europe (Ireland)

« Key name - homepage.html

The URL is as follows:

http://amzn-s3-demo-bucketl.s3.eu-west-1.amazonaws.com/homepage.html

The request is as follows:

GET /homepage.html HTTP/1.1
Host: amzn-s3-demo-bucketl.s3.eu-west-1.amazonaws.com

Example - CNAME alias method

To use this method, you must configure your DNS name as a CNAME alias for bucket -
name.s3.us-east-1.amazonaws.com. For more information, see Customizing Amazon S3 URLs
with CNAME records.

This example uses the following:
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e Bucket Name - example.com

« Key name - homepage.html

The URL is as follows:

http://www.example.com/homepage.html

The example is as follows:

GET /homepage.html HTTP/1.1
Host: www.example.com

Customizing Amazon S3 URLs with CNAME records

Depending on your needs, you might not want s3.region-code.amazonaws.com to appear on
your website or service. For example, if you're hosting website images on Amazon S3, you might
prefer http://images.example.com/ instead of http://images.example.com.s3.us-
east-1.amazonaws.com/. Any bucket with a DNS-compatible name can be referenced as
follows: http://BucketName.s3.Region.amazonaws.com/[Filename], for example,
http://images.example.com.s3.us-east-1.amazonaws.com/mydog. jpg. By using
CNAME, you can map images.example.comto an Amazon S3 hostname so that the previous URL
could become http://images.example.com/mydog. jpg.

Your bucket name must be the same as the CNAME. For example, if you create a CNAME to map
images.example.comto images.example.com.s3.us-east-1.amazonaws.com, both
http://images.example.com/filename and http://images.example.com.s3.us-
east-1.amazonaws.com/filename will be the same.

The CNAME DNS record should alias your domain name to the appropriate virtual hosted-style
hostname. For example, if your bucket name and domain name are images.example.com
and your bucket is in the US East (N. Virginia) Region, the CNAME record should alias to
images.example.com.s3.us-east-1.amazonaws.com.

images.example.com CNAME images.example.com.s3.us-east-1.amazonaws.com.

Amazon S3 uses the hostname to determine the bucket name. So the CNAME and the bucket
name must be the same. For example, suppose that you have configured www.example.com as
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a CNAME for www.example.com.s3.us-east-1.amazonaws.com. When you access http://
www . example.com, Amazon S3 receives a request similar to the following:

Example

GET / HTTP/1.1

Host: www.example.com

Date: date

Authorization: signatureValue

Amazon S3 sees only the original hostname www . example.com and is unaware of the CNAME
mapping used to resolve the request.

You can use any Amazon S3 endpoint in a CNAME alias. For example, s3.ap-
southeast-1.amazonaws.com can be used in CNAME aliases. For more information about
endpoints, see Request Endpoints in the Amazon S3 API Reference. To create a static website by

using a custom domain, see Tutorial: Configuring a static website using a custom domain registered
with Route 53.

/A Important

When using custom URLs with CNAMEs, you will need to ensure a matching bucket exists
for any CNAME or alias record you configure. For example, if you create DNS entries for
www.example.comand login.example. com to publish web content using S3, you will
need to create both buckets www.example.comand login.example.com.

When a CNAME or alias records is configured pointing to an S3 endpoint without a
matching bucket, any AWS user can create that bucket and publish content under the
configured alias, even if ownership is not the same.

For the same reason, we recommend that you change or remove the corresponding CNAME
or alias when deleting a bucket.

How to associate a hostname with an Amazon S3 bucket
To associate a hostname with an Amazon S3 bucket by using a CNAME alias
1. Select a hostname that belongs to a domain that you control.

This example uses the images subdomain of the example.com domain.

Virtual hosting of buckets API Version 2006-03-01 61


https://docs.aws.amazon.com/AmazonS3/latest/API/RequestEndpoints

Amazon Simple Storage Service User Guide

2. Create a bucket that matches the hostname.

In this example, the host and bucket names are images.example.com. The bucket name
must exactly match the hostname.

3. Create a CNAME DNS record that defines the hostname as an alias for the Amazon S3 bucket.
For example:

images.example.com CNAME images.example.com.s3.us-west-2.amazonaws.com

/A Important

For request-routing reasons, the CNAME DNS record must be defined exactly as shown
in the preceding example. Otherwise, it might appear to operate correctly, but it will
eventually result in unpredictable behavior.

The procedure for configuring CNAME DNS records depends on your DNS server or DNS
provider. For specific information, see your server documentation or contact your provider.

Limitations

SOAP support over HTTP is deprecated, but SOAP is still available over HTTPS. New Amazon S3
features are not supported for SOAP. Instead of using SOAP, we recommend that you use either the
REST API or the AWS SDKs.

Backward compatibility

The following sections cover various aspects of Amazon S3 backward compatibility that relate to
path-style and virtual-hosted-style URL requests.

Legacy endpoints

Some Regions support legacy endpoints. You might see these endpoints in your server access logs
or AWS CloudTrail logs. For more information, review the following information. For a complete list
of Amazon S3 Regions and endpoints, see Amazon S3 endpoints and quotas in the Amazon Web
Services General Reference.
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/A Important

Although you might see legacy endpoints in your logs, we recommend that you always use
the standard endpoint syntax to access your buckets.
Amazon S3 virtual-hosted-style URLs use the following format:

https://bucket-name.s3.region-code.amazonaws.com/key-name
In Amazon S3, path-style URLs use the following format:

https://s3.region-code.amazonaws.com/bucket-name/key-name

s3-Region

Some older Amazon S3 Regions support endpoints that contain a dash (-) between s3 and the
Region code (for example, s3-us-west-2), instead of a dot (for example, s3.us-west-2). If
your bucket is in one of these Regions, you might see the following endpoint format in your server
access logs or CloudTrail logs:

https://bucket-name.s3-region-code.amazonaws.com
In this example, the bucket name is amzn-s3-demo-bucket1 and the Region is US West (Oregon):

https://amzn-s3-demo-bucketl.s3-us-west-2.amazonaws.com

Legacy global endpoint

For some Regions, you can use the legacy global endpoint to construct requests that do not specify
a Region-specific endpoint. The legacy global endpoint point is as follows:

bucket-name.s3.amazonaws.com

In your server access logs or CloudTrail logs, you might see requests that use the legacy global
endpoint. In this example, the bucket name is amzn-s3-demo-bucketl and the legacy global
endpoint is:

https://amzn-s3-demo-bucketl.s3.amazonaws.com
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Virtual-hosted-style requests for US East (N. Virginia)

Requests made with the legacy global endpoint go to the US East (N. Virginia) Region by default.
Therefore, the legacy global endpoint is sometimes used in place of the Regional endpoint for
US East (N. Virginia). If you create a bucket in US East (N. Virginia) and use the global endpoint,
Amazon S3 routes your request to this Region by default.

Virtual-hosted-style requests for other Regions

The legacy global endpoint is also used for virtual-hosted-style requests in other supported
Regions. If you create a bucket in a Region that was launched before March 20, 2019, and use

the legacy global endpoint, Amazon S3 updates the DNS record to reroute the request to the
correct location, which might take time. In the meantime, the default rule applies, and your virtual-
hosted-style request goes to the US East (N. Virginia) Region. Amazon S3 then redirects it with an
HTTP 307 Temporary Redirect to the correct Region.

For S3 buckets in Regions launched after March 20, 2019, the DNS server doesn't route your
request directly to the AWS Region where your bucket resides. It returns an HTTP 400 Bad Request
error instead. For more information, see Making requests in the Amazon S3 API Reference.

Path-style requests
For the US East (N. Virginia) Region, you can use the legacy global endpoint for path-style requests.

For all other Regions, the path-style syntax requires that you use the Region-specific endpoint
when attempting to access a bucket. If you try to access a bucket with the legacy global endpoint
or another endpoint that is different than the one for the Region where the bucket resides, you
receive an HTTP response code 307 Temporary Redirect error and a message that indicates the
correct URI for your resource. For example, if you use https://s3.amazonaws.com/bucket-
name for a bucket that was created in the US West (Oregon) Region, you will receive an HTTP 307
Temporary Redirect error.

Creating a bucket

To upload your data to Amazon S3, you must first create an Amazon S3 bucket in one of the AWS
Regions. The AWS account that creates the bucket owns it. When you create a bucket, you must
choose a bucket name and Region. You can optionally choose other storage management options
for the bucket. After you create a bucket, you cannot change the bucket name or Region. For
information about naming buckets, see General purpose bucket naming rules.
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By default, you can create up to 10,000 general purpose buckets per AWS account. To request a
quota increase for general purpose buckets, visit the Service Quotas console.

You can store any number of objects in a bucket. For a list of restriction and limitations related to
Amazon S3 buckets see, Bucket quotas, limitations, and restrictions.

S3 Object Ownership is an Amazon S3 bucket-level setting that you can use both to control
ownership of objects that are uploaded to your bucket and to disable or enable access control
lists (ACLs). By default, Object Ownership is set to the Bucket owner enforced setting, and all ACLs
are disabled. With ACLs disabled, the bucket owner owns every object in the bucket and manages
access to data exclusively by using policies.

For more information, see Controlling ownership of objects and disabling ACLs for your bucket.

Server-side encryption with Amazon S3 managed keys (SSE-S3) is the base level of encryption
configuration for every bucket in Amazon S3. All new objects uploaded to an S3 bucket are
automatically encrypted with SSE-S3 as the base level of encryption setting. If you want to use

a different type of default encryption, you can also specify server-side encryption with AWS Key
Management Service (AWS KMS) keys (SSE-KMS) or customer-provided keys (SSE-C) to encrypt
your data. For more information, see Setting default server-side encryption behavior for Amazon
S3 buckets.

You can use the Amazon S3 console, Amazon S3 APIls, AWS CLI, or AWS SDKs to create a bucket.
For more information about the permissions required to create a bucket, see CreateBucket in the
Amazon Simple Storage Service API Reference.

Using the S3 console

1. Sign in to the AWS Management Console and open the Amazon S3 console at https://
console.aws.amazon.com/s3/.

2. In the navigation bar on the top of the page, choose the name of the currently displayed AWS
Region. Next, choose the Region in which you want to create a bucket.

(® Note

To minimize latency and costs and address regulatory requirements, choose a Region
close to you. Objects stored in a Region never leave that Region unless you explicitly
transfer them to another Region. For a list of Amazon S3 AWS Regions, see AWS
service endpoints in the Amazon Web Services General Reference.
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3. In the left navigation pane, choose Buckets.

4. Choose Create bucket.

The Create bucket page opens.
5. Under General configuration, view the AWS Region where your bucket will be created.
6. Under Bucket type, choose General purpose.

7. For Bucket name, enter a name for your bucket.
The bucket name must:

« Be unique within a partition. A partition is a grouping of Regions. AWS currently has three
partitions: aws (Standard Regions), aws-cn (China Regions), and aws-us-gov (AWS
GovCloud (US) Regions).

» Be between 3 and 63 characters long.

» Consist only of lowercase letters, numbers, dots (.), and hyphens (-). For best compatibility,
we recommend that you avoid using dots (.) in bucket names, except for buckets that are
used only for static website hosting.

« Begin and end with a letter or number.

After you create the bucket, you cannot change its name. The AWS account that creates the
bucket owns it. For more information about naming buckets, see General purpose bucket

naming rules.

/A Important

Avoid including sensitive information, such as account numbers, in the bucket name.
The bucket name is visible in the URLs that point to the objects in the bucket.

8. AWS Management Console allows you to copy an existing bucket's settings to your new bucket.
If you do not want to copy the settings of an existing bucket, skip to the next step.

(® Note
This option:

 Is not available in the AWS CLI and is only available in console

« Is not available for directory buckets
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» Does not copy the bucket policy from the existing bucket to the new bucket

To copy an existing bucket's settings, under Copy settings from existing bucket, select Choose
bucket. The Choose bucket window opens. Find the bucket with the settings that you would
like to copy, and select Choose bucket. The Choose bucket window closes, and the Create
bucket window re-opens.

Under Copy settings from existing bucket, you will now see the name of the bucket you
selected. You will also see a Restore defaults option that you can use to remove the copied
bucket settings. Review the remaining bucket settings, on the Create bucket page. You will
see that they now match the settings of the bucket that you selected. You can skip to the final
step.

9. Under Object Ownership, to disable or enable ACLs and control ownership of objects
uploaded in your bucket, choose one of the following settings:

ACLs disabled

« Bucket owner enforced (default) — ACLs are disabled, and the bucket owner automatically
owns and has full control over every object in the bucket. ACLs no longer affect access
permissions to data in the S3 bucket. The bucket uses policies exclusively to define access
control.

By default, ACLs are disabled. A majority of modern use cases in Amazon S3 no longer
require the use of ACLs. We recommend that you keep ACLs disabled, except in unusual
circumstances where you must control access for each object individually. For more
information, see Controlling ownership of objects and disabling ACLs for your bucket.

ACLs enabled

« Bucket owner preferred — The bucket owner owns and has full control over new objects that
other accounts write to the bucket with the bucket-owner-full-control canned ACL.

If you apply the Bucket owner preferred setting, to require all Amazon S3 uploads to
include the bucket-owner-full-control canned ACL, you can add a bucket policy that
allows only object uploads that use this ACL.
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o Object writer — The AWS account that uploads an object owns the object, has full control
over it, and can grant other users access to it through ACLs.

® Note

The default setting is Bucket owner enforced. To apply the default setting and keep
ACLs disabled, only the s3:CreateBucket permission is needed. To enable ACLs, you
must have the s3:PutBucketOwnershipControls permission.

10. Under Block Public Access settings for this bucket, choose the Block Public Access settings
that you want to apply to the bucket.

By default, all four Block Public Access settings are enabled. We recommend that you keep
all settings enabled, unless you know that you need to turn off one or more of them for your
specific use case. For more information about blocking public access, see Blocking public
access to your Amazon S3 storage.

® Note

To enable all Block Public Access settings, only the s3:CreateBucket permission
is required. To turn off any Block Public Access settings, you must have the
s3:PutBucketPublicAccessBlock permission.

11. (Optional) Under Bucket Versioning, you can choose if you wish to keep variants of objects in

your bucket. For more information about versioning, see Retaining multiple versions of objects

with S3 Versioning.

To disable or enable versioning on your bucket, choose either Disable or Enable.

12. (Optional) Under Tags, you can choose to add tags to your bucket. Tags are key-value pairs
used to categorize storage.

To add a bucket tag, enter a Key and optionally a Value and choose Add Tag.
13. Under Default encryption, choose Edit.

14. To configure default encryption, under Encryption type, choose one of the following:

« Amazon S3 managed key (SSE-S3)
« AWS Key Management Service key (SSE-KMS)
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/A Important

If you use the SSE-KMS option for your default encryption configuration, you are
subject to the requests per second (RPS) quota of AWS KMS. For more information
about AWS KMS quotas and how to request a quota increase, see Quotas in the AWS
Key Management Service Developer Guide.

Buckets and new objects are encrypted with server-side encryption with an Amazon S3
managed key as the base level of encryption configuration. For more information about
default encryption, see Setting default server-side encryption behavior for Amazon S3
buckets.

For more information about using Amazon S3 server-side encryption to encrypt your data, see
Using server-side encryption with Amazon S3 managed keys (SSE-S3).

15. If you chose AWS Key Management Service key (SSE-KMS), do the following:
a. Under AWS KMS key, specify your KMS key in one of the following ways:

» To choose from a list of available KMS keys, choose Choose from your AWS KMS keys,
and choose your KMS key from the list of available keys.

Both the AWS managed key (aws/s3) and your customer managed keys appear in this
list. For more information about customer managed keys, see Customer keys and AWS
keys in the AWS Key Management Service Developer Guide.

« To enter the KMS key ARN, choose Enter AWS KMS key ARN, and enter your KMS key
ARN in the field that appears.

» To create a new customer managed key in the AWS KMS console, choose Create a KMS
key.

For more information about creating an AWS KMS key, see Creating keys in the AWS Key

Management Service Developer Guide.

/A Important

You can use only KMS keys that are available in the same AWS Region as the
bucket. The Amazon S3 console lists only the first 100 KMS keys in the same
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Region as the bucket. To use a KMS key that is not listed, you must enter your
KMS key ARN. If you want to use a KMS key that is owned by a different account,
you must first have permission to use the key and then you must enter the KMS
key ARN. For more information on cross account permissions for KMS keys, see
Creating KMS keys that other accounts can use in the AWS Key Management
Service Developer Guide. For more information on SSE-KMS, see Specifying server-
side encryption with AWS KMS (SSE-KMS).

When you use an AWS KMS key for server-side encryption in Amazon S3, you must
choose a symmetric encryption KMS key. Amazon S3 supports only symmetric
encryption KMS keys and not asymmetric KMS keys. For more information, see
Identifying symmetric and asymmetric KMS keys in the AWS Key Management
Service Developer Guide.

For more information about creating an AWS KMS key, see Creating keys in the AWS Key
Management Service Developer Guide. For more information about using AWS KMS with
Amazon S3, see Using server-side encryption with AWS KMS keys (SSE-KMS).

b. When you configure your bucket to use default encryption with SSE-KMS, you can also
enable S3 Bucket Keys. S3 Bucket Keys lower the cost of encryption by decreasing request
traffic from Amazon S3 to AWS KMS. For more information, see Reducing the cost of SSE-
KMS with Amazon S3 Bucket Keys.

To use S3 Bucket Keys, under Bucket Key, choose Enable.

16. (Optional) If you want to enable S3 Object Lock, do the following:

a. Choose Advanced settings.

/A Important

Enabling Object Lock also enables versioning for the bucket. After enabling
you must configure the Object Lock default retention and legal hold settings to
protect new objects from being deleted or overwritten.

b. If you want to enable Object Lock, choose Enable, read the warning that appears, and
acknowledge it.

For more information, see Locking objects with Object Lock.
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® Note

To create an Object Lock enabled bucket, you must have the following
permissions: s3:CreateBucket, s3:PutBucketVersioning and
s3:PutBucketObjectLockConfiguration.

17. Choose Create bucket.

Using the AWS SDKs

When you use the AWS SDKs to create a bucket, you must create a client and then use the client
to send a request to create a bucket. As a best practice, you should create your client and bucket in
the same AWS Region. If you don't specify a Region when you create a client or a bucket, Amazon
S3 uses the default Region, US East (N. Virginia). If you want to constrain the bucket creation to a
specific AWS Region, use the LocationConstraint condition key.

To create a client to access a dual-stack endpoint, you must specify an AWS Region. For more
information, see Using Amazon S3 dual-stack endpoints in the Amazon S3 API Reference . For a list
of available AWS Regions, see Regions and endpoints in the AWS General Reference.

When you create a client, the Region maps to the Region-specific endpoint. The client uses this
endpoint to communicate with Amazon S3: s3.region.amazonaws.com. If your Region launched
after March 20, 2019, your client and bucket must be in the same Region. However, you can use

a client in the US East (N. Virginia) Region to create a bucket in any Region that launched before
March 20, 2019. For more information, see Legacy endpoints.

These AWS SDK code examples perform the following tasks:

« Create a client by explicitly specifying an AWS Region - In the example, the client uses the
s3.us-west-2.amazonaws.com endpoint to communicate with Amazon S3. You can specify
any AWS Region. For a list of AWS Regions, see Regions and endpoints in the AWS General
Reference.

» Send a create bucket request by specifying only a bucket name - The client sends a request to
Amazon S3 to create the bucket in the Region where you created a client.

« Retrieve information about the location of the bucket — Amazon S3 stores bucket location
information in the location subresource that is associated with the bucket.
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Example Create a bucket that uses a globally unique identifier (GUID) in the bucket name

The following example shows you how to create a bucket with a GUID at the end of the bucket

name in US East (N. Virginia) Region (us-east-1;) by using the AWS SDK for Java. For information
about other AWS SDKs, see Tools to Build on AWS.

import
import
import
import
import

import
import

com.
com.
com.
com.
com.

amazonaws.
amazonaws.
amazonaws.
amazonaws.
amazonaws.

regions.Regions;

services
services
services
services

java.util.List;
java.util.UUID;

.Ss3.AmazonS3;
.s3.AmazonS3ClientBuilder;
.s3.model.Bucket;
.s3.model.CreateBucketRequest;

public class CreateBucketWithUUID {

public static void main(String[] args) {
final AmazonS3 s3 =
AmazonS3ClientBuilder.standard().withRegion(Regions.US_EAST_1).build();
String bucketName = "amzn-s3-demo-bucket" +
UUID.randomUUID().toString().replace("-", "");

CreateBucketRequest createRequest =

new CreateBucketRequest(bucketName);

System.out.println(bucketName);
s3.createBucket(createRequest);

Example Create a bucket

This example shows you how to create an Amazon S3 bucket using the AWS SDK for Java. For
instructions on creating and testing a working sample, see Getting Started in the AWS SDK for
Java Developer Guide.

import
import
import
import
import
import

com.
com.
com.
com.
com.
com.

amazonaws.
.SdkClientException;

amazonaws

amazonaws.
amazonaws.
amazonaws.
amazonaws.

AmazonServiceException;

auth.profile.ProfileCredentialsProvider;
regions.Regions;

services
services

.Ss3.AmazonS3;
.s3.AmazonS3ClientBuilder;
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import com.amazonaws.services.s3.model.CreateBucketRequest;
import com.amazonaws.services.s3.model.GetBucketLocationRequest;

import java.io.IOException;
public class CreateBucket2 {

public static void main(String[] args) throws IOException {
Regions clientRegion = Regions.DEFAULT_REGION;
String bucketName = "*** Bucket name ***";

try {

AmazonS3 s3Client = AmazonS3ClientBuilder.standard()
.withCredentials(new ProfileCredentialsProvider())
.withRegion(clientRegion)

.build();

if (!s3Client.doesBucketExistV2(bucketName)) {
// Because the CreateBucketRequest object doesn't specify a region,

the
// bucket is created in the region specified in the client.
s3Client.createBucket(new CreateBucketRequest(bucketName));
// Verify that the bucket was created by retrieving it and checking
its

// location.
String bucketLocation = s3Client.getBucketLocation(new
GetBucketLocationRequest(bucketName));
System.out.println("Bucket location: " + bucketLocation);
}
} catch (AmazonServiceException e) {
// The call was transmitted successfully, but Amazon S3 couldn't process
// it and returned an error response.
e.printStackTrace();
} catch (SdkClientException e) {
// Amazon S3 couldn't be contacted for a response, or the client
// couldn't parse the response from Amazon S3.
e.printStackTrace();
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.NET

For information about how to create and test a working sample, see AWS SDK for .NET Version
3 API Reference.

Example

using Amazon;

using Amazon.S3;

using Amazon.S3.Model;

using Amazon.S3.Util;

using System;

using System.Threading.Tasks;

namespace Amazon.DocSamples.S3
{
class CreateBucketTest
{
private const string bucketName = "*** bucket name ***";
// Specify your bucket region (an example region is shown).
private static readonly RegionEndpoint bucketRegion =
RegionEndpoint.USWest2;
private static IAmazonS3 s3Client;
public static void Main()

{
s3Client = new AmazonS3Client(bucketRegion);
CreateBucketAsync().Wait();
}
static async Task CreateBucketAsync()
{
try
{
if (!(await AmazonS3Util.DoesS3BucketExistAsync(s3Client,
bucketName)))
{
var putBucketRequest = new PutBucketRequest
{
BucketName = bucketName,
UseClientRegion = true
I

PutBucketResponse putBucketResponse = await
s3Client.PutBucketAsync(putBucketRequest);
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}

// Retrieve the bucket location.
string bucketlLocation = await FindBucketLocationAsync(s3Client);

}
catch (AmazonS3Exception e)
{
Console.WriteLine("Error encountered on server. Message:'{0}' when
writing an object", e.Message);
}
catch (Exception e)
{
Console.WriteLine("Unknown encountered on server. Message:'{0}' when
writing an object", e.Message);

}
}
static async Task<string> FindBucketLocationAsync(IAmazonS3 client)
{

string bucketlLocation;

var request = new GetBucketLocationRequest()

{

BucketName = bucketName

I

GetBucketLocationResponse response = await
client.GetBucketLocationAsync(request);

bucketLocation = response.lLocation.ToString();

return bucketlLocation;

Ruby

For information about how to create and test a working sample, see AWS SDK for Ruby -

Version 3.

Example

require 'aws-sdk-s3'

# Wraps Amazon S3 bucket actions.
class BucketCreateWrapper
attr_reader :bucket
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# @param bucket [Aws::S3::Bucket] An Amazon S3 bucket initialized with a name.
This is a client-side object until
# create is called.
def initialize(bucket)
@bucket = bucket
end

# Creates an Amazon S3 bucket in the specified AWS Region.
#
# @param region [String] The Region where the bucket is created.
# @return [Boolean] True when the bucket is created; otherwise, false.
def create?(region)
@bucket.create(create_bucket_configuration: { location_constraint: region })
true
rescue Aws::Errors::ServiceError => e
puts "Couldn't create bucket. Here's why: #{e.message}"
false
end

# Gets the Region where the bucket is located.
#
# @return [String] The location of the bucket.
def location
if @bucket.nil?
'"None. You must create a bucket before you can get its location!'
else
@bucket.client.get_bucket_location(bucket: @bucket.name).location_constraint
end
rescue Aws::Errors::ServiceError => e
"Couldn't get the location of #{ebucket.name}. Here's why: #{e.message}"
end
end

# Example usage:
def run_demo

region = "us-west-2"

wrapper = BucketCreateWrapper.new(Aws: :S3::Bucket.new("amzn-s3-demo-bucket-
#{Random.uuid}"))

return unless wrapper.create?(region)

puts "Created bucket #{wrapper.bucket.name}."
puts "Your bucket's region is: #{wrapper.location}"
end
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run_demo if $PROGRAM_NAME == __ FILE__

Using the AWS CLI

The following AWS CLI example creates a bucket in the US West (N. California) Region (us-west-1)
Region with an example bucket name that uses a globally unique identifier (GUID).

aws s3api create-bucket \
--bucket amzn-s3-demo-bucket1$(uuidgen | tr -d - | tr '[:upper:]' '[:lower:]' ) \
--region us-west-1 \
--create-bucket-configuration LocationConstraint=us-west-1

For more information, see create-bucket in the AWS CLI Command Reference.

Viewing the properties for an S3 bucket

You can view properties for any Amazon S3 bucket you own. These settings include the following:

» Bucket Versioning — Keep multiple versions of an object in one bucket by using versioning. By
default, versioning is disabled for a new bucket. For information about enabling versioning, see
Enabling versioning on buckets.

» Tags — With AWS cost allocation, you can use bucket tags to annotate billing for your use of a
bucket. A tag is a key-value pair that represents a label that you assign to a bucket. For more
information, see Using cost allocation S3 bucket tags.

» Default encryption — Enabling default encryption provides you with automatic server-side
encryption. Amazon S3 encrypts an object before saving it to a disk and decrypts the object
when you download it. For more information, see Setting default server-side encryption behavior
for Amazon S3 buckets.

» Server access logging — Get detailed records for the requests that are made to your bucket with
server access logging. By default, Amazon S3 doesn't collect server access logs. For information
about enabling server access logging, see Enabling Amazon S3 server access logging.

« AWS CloudTrail data events — Use CloudTrail to log data events. By default, trails don't log data
events. Additional charges apply for data events. For more information, see Logging Data Events
for Trails in the AWS CloudTrail User Guide.
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« Event notifications — Enable certain Amazon S3 bucket events to send notification messages to
a destination whenever the events occur. For more information, see Enabling and configuring

event notifications using the Amazon S3 console.

» Transfer acceleration — Enable fast, easy, and secure transfers of files over long distances
between your client and an S3 bucket. For information about enabling transfer acceleration, see
Enabling and using S3 Transfer Acceleration.

o Object Lock — Use S3 Object Lock to prevent an object from being deleted or overwritten for a
fixed amount of time or indefinitely. For more information, see Locking objects with Object Lock.

» Requester Pays — Enable Requester Pays if you want the requester (instead of the bucket owner)
to pay for requests and data transfers. For more information, see Using Requester Pays buckets

for storage transfers and usage.

» Static website hosting — You can host a static website on Amazon S3. For more information, see
Hosting a static website using Amazon S3.

You can view bucket properties using the AWS Management Console, AWS CLI, or AWS SDKs

Using the S3 console

1. Sign in to the AWS Management Console and open the Amazon S3 console at https://
console.aws.amazon.com/s3/.

2. In the Buckets list, choose the name of the bucket that you want to view the properties for.
Choose the Properties tab.

4. On the Properties page, you can configure the above properties for the bucket.

Using the AWS CLI
View bucket properties with the AWS CLI
The following commands show how you can use the AWS CLI to list different bucket properties.

The following returns the tag set associated with the bucket amzn-s3-demo-bucket1. For more
information about bucket tags see, Using cost allocation S3 bucket tags.

aws s3api get-bucket-tagging --bucket amzn-s3-demo-bucketl

For more information and examples, see get-bucket-tagging in the AWS CLI Command Reference.
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The following returns the versioning state of the bucket amzn-s3-demo-bucketl. For
information about the bucket versioning, see Retaining multiple versions of objects with S3

Versioning.

aws s3api get-bucket-versioning --bucket amzn-s3-demo-bucketl

For more information and examples, see get-bucket-versioning in the AWS CLI Command Reference.

The following returns the default encryption configuration for the bucket amzn-s3-demo-
bucketl. By default, all buckets have a default encryption configuration that uses server-side
encryption with Amazon S3 managed keys (SSE-S3). For information about the bucket default
encryption, see Setting default server-side encryption behavior for Amazon S3 buckets.

aws s3api get-bucket-encryption --bucket amzn-s3-demo-bucketl

For more information and examples, see get-bucket-encryption in the AWS CLI Command
Reference.

The following returns the notification configuration of the bucket amzn-s3-demo-bucketl1. For
information about the bucket event notifications, see Amazon S3 Event Notifications.

aws s3api get-bucket-notification-configuration --bucket amzn-s3-demo-bucketl

For more information and examples, see get-bucket-notification-configuration in the AWS CL/
Command Reference.

The following returns the logging status for the bucket amzn-s3-demo-bucket1. For information
about the bucket logging, see Logging requests with server access logging.

aws s3api get-bucket-logging --bucket amzn-s3-demo-bucketl

For more information and examples, see get-bucket-logging in the AWS CLI Command Reference.

Using the AWS SDKs

For examples of how to return bucket properties with the AWS SDKs, such as versioning, tags, and
more, see Code examples in the Amazon S3 API Reference.
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For general information about using different AWS SDKs, see Developing with Amazon S3 using
the AWS SDKs in the Amazon S3 API Reference.

Listing Amazon S3 buckets

To return a list of general purpose buckets that you own, you can use ListBuckets. You can list

your buckets by using the Amazon S3 console, the AWS Command Line Interface, or the AWS

SDKs. For ListBuckets requests using the AWS CLI, AWS SDKs, and Amazon S3 REST API, AWS
accounts that use the default service quota for buckets (10,000 buckets), support both paginated
and unpaginated requests. Regardless of how many buckets you have in your account, you can
create page sizes between 1 and 10,000 buckets to list all of your buckets. For paginated requests,
ListBuckets requests return both the bucket names and the corresponding AWS Regions for
each bucket. The following AWS Command Line Interface and AWS SDK examples show you how to
use pagination in your ListBuckets request. Note that some AWS SDKs assist with pagination.

Permissions

To list all of your buckets, you must have the s3:ListAl11MyBuckets permission. If you're
encountering an HTTP Access Denied (403 Forbidden) error, see Troubleshoot access
denied (403 Forbidden) errors in Amazon S3.

/A Important

We strongly recommend using only paginated ListBuckets requests. Unpaginated
ListBuckets requests are only supported for AWS accounts set to the default general
purpose bucket quota of 10,000. If you have an approved general purpose bucket quota
above 10,000, you must send paginated ListBuckets requests to list your account’s
buckets. All unpaginated ListBuckets requests will be rejected for AWS accounts with a
general purpose bucket quota greater than 10,000.

Using the S3 console

1. Sign in to the AWS Management Console and open the Amazon S3 console at https://
console.aws.amazon.com/s3/.

2. In the left navigation pane, choose Buckets.

3. Onthe General purpose buckets tab, you can see a list of your general purpose buckets.
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4. To find buckets by name, enter a bucket name in the search box.

Using the AWS CLI

To use the AWS CLI to generate a listing of general purpose buckets, you can use the 1s or
list-buckets commands. The following examples show you how to create a paginated 1ist-
buckets request and an unpaginated 1s request. To use these examples, replace the user input
placeholders.

Example - List all the buckets in your account by using 1s (unpaginated)

The following example command lists all the general purpose buckets in your account in a single
non-paginated call. This call returns a list of all buckets in your account (up to 10,000 results):

$ aws s3 1s

For more information and examples, see List bucket and objects.

Example - List all the buckets in your account by using 1s (paginated)

The following example command makes one or more paginated calls to list all the general purpose
buckets in your account, returning 100 buckets per page:

$ aws s3 1ls --page-size 100

For more information and examples, see List bucket and objects.

Example - List all the buckets in your account (paginated)

The following example provides a paginated 1list-buckets command to list all the general
purpose buckets in your account. The --max-items and --page-size options limit the number
of buckets listed to 100 per page.

$ aws s3api list-buckets /
--max-items 100 /
--page-size 100
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If the number of items output (- -max-items) is fewer than the total number of items returned
by the underlying API calls, the output includes a continuation token, specified by the starting-
token argument, that you can pass to a subsequent command to retrieve the next set of items.
The following example shows how to use the starting-token value returned by the previous
example. You can specify the starting-code to retrieve the next 100 buckets.

$ aws s3api list-buckets /
--max-items 100 /
--page-size 100 /
--starting-token eyINYXJrZXIiOiBudWxsLCAiYm90b190cnVuY2F0ZVOhbW91bnQiOiAxf@==

Example - List all the buckets in an AWS Region (paginated)

The following example command uses the --bucket-region parameter to list up to 100 buckets
in an account that are in the us-east-2 Region. Requests made to a Regional endpoint that is
different from the value specified in the --bucket-region parameter are not supported. For
example, if you want to limit the response to your buckets in us-east-2, you must make your
request to an endpoint in us-east-2.

$ aws s3api list-buckets /
--region us-east-2 /
--max-items 100 /
--page-size 100 /
--bucket-region us-east-2

Example - List all the buckets that begin with a specific bucket name prefix (paginated)

The following example command lists up to 100 buckets that have a name starting with the amzn-
s3-demo-bucket prefix.

$ aws s3api list-buckets /
--max-items 100 /
--page-size 100 /
--prefix amzn-s3-demo-bucket

Using the AWS SDKs

The following examples show you how to list your general purpose buckets by using the AWS SDKs
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SDK for Python

Example - ListBuckets request (paginated)

import boto3

s3 = boto3.client('s3')
response = s3.list_buckets(MaxBuckets=100)

Example - ListBuckets response (paginated)

import boto3

s3 = boto3.client('s3")
response =
s3.1list_buckets(MaxBuckets=1,ContinuationToken="eyINYXJrZXIi0iBudWxsLCAiYm90b190cnVuY2F0ZV<

SDK for Java

import com.amazonaws.regions.Regions;

import com.amazonaws.services.s3.AmazonS3;

import com.amazonaws.services.s3.AmazonS3ClientBuilder;

import com.amazonaws.services.s3.model.Bucket;

import com.amazonaws.services.s3.model.ListBucketsPaginatedRequest;
import com.amazonaws.services.s3.model.ListBucketsPaginatedResult;

import java.util.List;

public class ListBuckets {
public static void main(String[] args) {

final AmazonS3 s3 =
AmazonS3ClientBuilder.standard().withRegion(Regions.DEFAULT_REGION).build();

ListBucketsPaginatedRequest listBucketsPaginatedRequest = new
ListBucketsPaginatedRequest().withMaxBuckets(1l);

ListBucketsPaginatedResult listBucketsPaginatedResult =
s3.listBuckets(listBucketsPaginatedRequest);

List<Bucket> buckets = listBucketsPaginatedResult.getBuckets();

System.out.println("Your Amazon S3 buckets are:");

for (Bucket b : buckets) {

System.out.println("* " + b.getName() + " region: " + b.getRegion());

}

System.out.println("continuation token: " +
listBucketsPaginatedResult.getContinuationToken());
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}

SDK for Java 2.x

import software.amazon.awssdk.auth.credentials.DefaultCredentialsProvider;
import software.amazon.awssdk.regions.Region;

import software.amazon.awssdk.services.s3.S3Client;

import software.amazon.awssdk.services.s3.model.Bucket;

import software.amazon.awssdk.services.s3.model.ListBucketsRequest;

import software.amazon.awssdk.services.s3.model.ListBucketsResponse;

import java.util.lList;

public class ListBuckets {
public static void main(String[] args) {
// Create an S3 client
S3Client s3 = S3Client.builder()
.region(Region.US_EAST_1) // Replace with your preferred region
.credentialsProvider(DefaultCredentialsProvider.create())
.build();

try {

// List buckets

ListBucketsRequest listBucketsRequest = ListBucketsRequest.builder()
.maxBuckets(10)
.build();

ListBucketsResponse listBucketsResponse =

s3.1listBuckets(listBucketsRequest);
List<Bucket> buckets = listBucketsResponse.buckets();

// Print bucket names

System.out.println("Your Amazon S3 buckets are:");

for (Bucket bucket : buckets) {
System.out.println(bucket.name());
System.out.println(bucket.getBucketRegion());

} catch (Exception e) {
System.err.println("Error listing buckets: " + e.getMessage());
e.printStackTrace();

} finally {
// Close the S3 client to release resources
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s3.close();

SDK for Go

package main
import (
"context"
"fmt"
"log"
"github.com/aws/aws-sdk-go-v2/aws"
"github.com/aws/aws-sdk-go-v2/config"
"github.com/aws/aws-sdk-go-v2/service/s3"
)
func main() {
cfg, err := config.LoadDefaultConfig(context.TODO(), config.WithRegion("us-

east-2"))

if err != nil {
log.Fatal(err)
}

client := s3.NewFromConfig(cfg)

maxBuckets := 1000

resp, err := client.ListBuckets(context.TODO(), management

portals3.ListBucketsInput{MaxBuckets: aws.Int32(int32(maxBuckets))})

if err !'= nil {

log.Fatal(err)

}

fmt.Println("S3 Buckets:")

for _, bucket := range resp.Buckets {
fmt.Println("- Name:", *bucket.Name)
fmt.Println("-BucketRegion", *bucket.BucketRegion)

}
fmt.Println(resp.ContinuationToken == nil)
fmt.Println(resp.Prefix == nil)

}

Emptying a bucket

You can empty a bucket's contents using the Amazon S3 console, AWS SDKs, or AWS Command
Line Interface (AWS CLI). When you empty a bucket, you delete all the objects, but you keep the
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bucket. After you empty a bucket, it cannot be undone. Objects added to the bucket while the
empty bucket action is in progress might be deleted. All objects (including all object versions and
delete markers) in the bucket must be deleted before the bucket itself can be deleted.

When you empty a bucket that has S3 Versioning enabled or suspended, all versions of all the
objects in the bucket are deleted. For more information, see Working with objects in a versioning-
enabled bucket.

You can also specify a lifecycle configuration on a bucket to expire objects so that Amazon S3 can
delete them. For more information, see Setting an S3 Lifecycle configuration on a bucket. To empty
a large bucket, we recommend that you use an S3 Lifecycle configuration rule. Lifecycle expiration
is an asynchronous process, so the rule might take some days to run before the bucket is empty.
After the first time that Amazon S3 runs the rule, all objects that are eligible for expiration are
marked for deletion. You're no longer charged for those objects that are marked for deletion. For
more information, see How do | empty an Amazon S3 bucket using a lifecycle configuration rule?.

Using the S3 console

You can use the Amazon S3 console to empty a bucket, which deletes all of the objects in the
bucket without deleting the bucket.

To empty an S3 bucket

1. Sign in to the AWS Management Console and open the Amazon S3 console at https://
console.aws.amazon.com/s3/.

2. In the Bucket name list, select the option next to the name of the bucket that you want to
empty, and then choose Empty.

3. On the Empty bucket page, confirm that you want to empty the bucket by entering the bucket
name into the text field, and then choose Empty.

4. Monitor the progress of the bucket emptying process on the Empty bucket: Status page.

Using the AWS CLI

You can empty a bucket using the AWS CLI only if the bucket does not have Bucket Versioning
enabled. If versioning is not enabled, you can use the rm (remove) AWS CLI command with the --
recursive parameter to empty the bucket (or remove a subset of objects with a specific key name
prefix).
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The following rm command removes objects that have the key name prefix doc, for example, doc/
docl and doc/doc?2.

$ aws s3 rm s3://bucket-name/doc --recursive

Use the following command to remove all objects without specifying a prefix.

$ aws s3 rm s3://bucket-name --recursive

For more information, see Using high-level S3 commands with the AWS CLI in the AWS Command
Line Interface User Guide.

(® Note

You can't remove objects from a bucket that has versioning enabled. Amazon S3 adds a
delete marker when you delete an object, which is what this command does. For more
information about S3 Bucket Versioning, see Retaining multiple versions of objects with S3

Versioning.

Using the AWS SDKs

You can use the AWS SDKs to empty a bucket or remove a subset of objects that have a specific key
name prefix.

For an example of how to empty a bucket using AWS SDK for Java, see Deleting a bucket. The code
deletes all objects, regardless of whether the bucket has versioning enabled, and then it deletes
the bucket. To just empty the bucket, make sure that you remove the statement that deletes the
bucket.

For more information about using other AWS SDKs, see Tools for Amazon Web Services.

Using a lifecycle configuration

To empty a large bucket, we recommend that you use an S3 Lifecycle configuration rule. Lifecycle
expiration is an asynchronous process, so the rule might take some days to run before the bucket is
empty. After the first time that Amazon S3 runs the rule, all objects that are eligible for expiration
are marked for deletion. You're no longer charged for those objects that are marked for deletion.
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For more information, see How do | empty an Amazon S3 bucket using a lifecycle configuration

rule?.

If you use a lifecycle configuration to empty your bucket, the configuration should include current
versions, non-current versions, delete markers, and incomplete multipart uploads.

You can add lifecycle configuration rules to expire all objects or a subset of objects that have a
specific key name prefix. For example, to remove all objects in a bucket, you can set a lifecycle rule
to expire objects one day after creation.

Amazon S3 supports a bucket lifecycle rule that you can use to stop multipart uploads that
don't complete within a specified number of days after being initiated. We recommend that you
configure this lifecycle rule to minimize your storage costs. For more information, see Configuring a

bucket lifecycle configuration to delete incomplete multipart uploads.

For more information about using a lifecycle configuration to empty a bucket, see Setting an S3
Lifecycle configuration on a bucket and Expiring objects.

Emptying a bucket with AWS CloudTrail configured

AWS CloudTrail tracks object-level data events in an Amazon S3 bucket, such as deleting objects.
If you use a bucket as a destination to log your CloudTrail events and are deleting objects from
that same bucket you may be creating new objects while emptying your bucket. To prevent this,
stop your AWS CloudTrail trails. For more information about stopping your CloudTrail trails from
logging events, see Turning off logging for a trail in the AWS CloudTrail User Guide.

Another alternative to stopping CloudTrail trails from being added to the bucket is to add a deny
s3:PutObject statement to your bucket policy. If you want to store new objects in the bucket at a
later time you will need to remove this deny s3:PutObject statement. For more information, see
Object operations and IAM JSON policy elements: Effect in the IAM User Guide.

Deleting a bucket

You can delete an empty Amazon S3 bucket. Before deleting a bucket, consider the following:

» Bucket names are unique. If you delete a bucket, another AWS user can use the name.

« If the bucket hosts a static website, and you created and configured an Amazon Route 53 hosted
zone as described in Tutorial: Configuring a static website using a custom domain registered with
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Route 53, you must clean up the Route 53 hosted zone settings that are related to the bucket.
For more information, see Step 2: Delete the Route 53 hosted zone.

o If the bucket receives log data from Elastic Load Balancing (ELB): We recommend that you stop
the delivery of ELB logs to the bucket before deleting it. After you delete the bucket, if another
user creates a bucket using the same name, your log data could potentially be delivered to that
bucket. For information about ELB access logs, see Access logs in the User Guide for Classic Load
Balancers and Access logs in the User Guide for Application Load Balancers.

Troubleshooting

If you are unable to delete an Amazon S3 bucket, consider the following:

« Make sure the bucket is empty - You can only delete buckets that don't have any objects in
them. Make sure the bucket is empty.

« Make sure there aren't any access points attached - You can only delete buckets that don't
have any access points attached to them. Delete any access points that are attached to the
bucket, before deleting the bucket.

« AWS Organizations service control policies (SCPs) and resource control policies (RCPs) — SCPs
and RCPs can deny the delete permission on a bucket. For more information, see service control

policies and resource control policies in the AWS Organizations User Guide.

» s3:DeleteBucket permissions - If you cannot delete a bucket, work with your IAM administrator
to confirm that you have s3:DeleteBucket permissions. For information about how to view or
update IAM permissions, see Changing permissions for an IAM user in the IAM User Guide.

» s3:DeleteBucket deny statement - If you have s3:DeleteBucket permissions in your IAM
policy and you cannot delete a bucket, the bucket policy might include a deny statement for
s3:DeleteBucket. Buckets created by ElasticBeanstalk have a policy containing this statement
by default. Before you can delete the bucket, you must delete this statement or the bucket

policy.

/A Important

Bucket names are unique. If you delete a bucket, another AWS user can use the name.
If you want to continue to use the same bucket name, don't delete the bucket. We
recommend that you empty the bucket and keep it.
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Using the S3 console
To delete an S3 bucket

1. Sign in to the AWS Management Console and open the Amazon S3 console at https://
console.aws.amazon.com/s3/.

2. In the Buckets list, select the option next to the name of the bucket that you want to delete,
and then choose Delete at the top of the page.

3. On the Delete bucket page, confirm that you want to delete the bucket by entering the bucket
name into the text field, and then choose Delete bucket.

(® Note

If the bucket contains any objects, empty the bucket before deleting it by selecting
the empty bucket configuration link in the This bucket is not empty error alert and
following the instructions on the Empty bucket page. Then return to the Delete
bucket page and delete the bucket.

4. To verify that you've deleted the bucket, open the Buckets list and enter the name of the
bucket that you deleted. If the bucket can't be found, your deletion was successful.

Using the AWS SDK for Java

The following example shows you how to delete a bucket using the AWS SDK for Java. First, the
code deletes objects in the bucket and then it deletes the bucket. For information about other AWS
SDKs, see Tools for Amazon Web Services.

Java

The following Java example deletes a bucket that contains objects. The example deletes
all objects, and then it deletes the bucket. The example works for buckets with or without
versioning enabled.
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® Note

For buckets without versioning enabled, you can delete all objects directly and then

delete the bucket. For buckets with versioning enabled, you must delete all object

versions before deleting the bucket.

For instructions on creating and testing a working sample, ssee Getting Started in the AWS SDK
for Java Developer Guide.

import
import
import
import
import
import
import

import

public

com.amazonaws

com.amazonaws.
com.amazonaws.
com.amazonaws.
com.amazonaws.
com.amazonaws.
com.amazonaws.

.AmazonServiceException;

SdkClientException;
auth.profile.ProfileCredentialsProvider;
regions.Regions;

services.s3.AmazonS3;
services.s3.AmazonS3ClientBuilder;
services.s3.model.*;

java.util.Iterator;

class DeleteBucket2 {

public static void main(String[] args) {
Regions clientRegion = Regions.DEFAULT_REGION;

delete

versio

versio

String bucketName = "*** Bucket name ***";
try {
AmazonS3 s3Client = AmazonS3ClientBuilder.standard()

.withCredentials(new ProfileCredentialsProvider())
.withRegion(clientRegion)
.build();

// Delete all objects from the bucket. This is sufficient
// for unversioned buckets. For versioned buckets, when you attempt to

// objects, Amazon S3 inserts
// delete markers for all objects, but doesn't delete the object

ns.

// To delete objects from versioned buckets, delete all of the object

ns

// before deleting
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// the bucket (see below for an example).
ObjectListing objectlListing = s3Client.listObjects(bucketName);
while (true) {
Iterator<S30bjectSummary> objIter =
objectListing.getObjectSummaries().iterator();
while (objIter.hasNext()) {
s3Client.deleteObject(bucketName, objIter.next().getKey());

// If the bucket contains many objects, the listObjects() call
// might not return all of the objects in the first listing. Check
to
// see whether the listing was truncated. If so, retrieve the next
page of
// objects
// and delete them.
if (objectListing.isTruncated()) {
objectListing = s3Client.listNextBatchOfObjects(objectListing);
} else {
break;

// Delete all object versions (required for versioned buckets).
VersionlListing versionlList = s3Client.listVersions(new
ListVersionsRequest().withBucketName(bucketName));
while (true) {
Iterator<S3VersionSummary> versionlter =
versionList.getVersionSummaries().iterator();
while (versionIter.hasNext()) {
S3VersionSummary vs = versionIter.next();
s3Client.deleteVersion(bucketName, vs.getKey(),
vs.getVersionId());

}

if (versionList.isTruncated()) {

versionList = s3Client.listNextBatchOfVersions(versionlList);
} else {

break;

// After all objects and object versions are deleted, delete the bucket.
s3Client.deleteBucket(bucketName);
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} catch (AmazonServiceException e) {
// The call was transmitted successfully, but Amazon S3 couldn't process
// it, so it returned an error response.
e.printStackTrace();
} catch (SdkClientException e) {
// Amazon S3 couldn't be contacted for a response, or the client
couldn't
// parse the response from Amazon S3.
e.printStackTrace();

Using the AWS CLI

You can delete a bucket that contains objects with the AWS CLI if it doesn't have versioning
enabled. When you delete a bucket that contains objects, all the objects in the bucket are
permanently deleted, including objects that are transitioned to the S3 Glacier storage class.

If your bucket does not have versioning enabled, you can use the b (remove bucket) AWS
CLI command with the --force parameter to delete the bucket and all the objects in it. This
command deletes all objects first and then deletes the bucket.

If versioning is enabled versioned objects will not be deleted in this process which would cause
the bucket deletion to fail because the bucket would not be empty. For more information about
deleting versioned objects, see Deleting object versions.

$ aws s3 rb s3://bucket-name --force

For more information, see Using High-Level S3 Commands with the AWS Command Line Interface
in the AWS Command Line Interface User Guide.

Working with Mountpoint for Amazon S3

Mountpoint for Amazon S3 is a high-throughput open source file client for mounting an Amazon
S3 bucket as a local file system. With Mountpoint, your applications can access objects stored in
Amazon S3 through file system operations, such as open and read. Mountpoint automatically
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translates these operations into S3 object API calls, giving your applications access to the elastic
storage and throughput of Amazon S3 through a file interface.

Mountpoint for Amazon S3 is available for production use on your large-scale read-heavy

applications: data lakes, machine learning training, image rendering, autonomous vehicle
simulation, extract, transform, and load (ETL), and more.

Mountpoint supports basic file system operations, and can read files up to 5 TB in size. It

can list and read existing files, and it can create new ones. It cannot modify existing files or
delete directories, and it does not support symbolic links or file locking. Mountpoint is ideal

for applications that do not need all of the features of a shared file system and POSIX-style
permissions but require Amazon S3's elastic throughput to read and write large S3 datasets. For
details, see Mountpoint file system behavior on GitHub. For workloads that require full POSIX

support, we recommend Amazon FSx for Lustre and its support for linking S3 buckets.

Mountpoint for Amazon S3 is available only for Linux operating systems. You can use Mountpoint
to access S3 objects in all storage classes except S3 Glacier Flexible Retrieval, S3 Glacier Deep
Archive, S3 Intelligent-Tiering Archive Access Tier, and S3 Intelligent-Tiering Deep Archive Access
Tier.

Topics

« Installing Mountpoint

« Configuring and using Mountpoint

» Troubleshooting Mountpoint

Installing Mountpoint

You can download and install prebuilt packages of Mountpoint for Amazon S3 by using the
command line. The instructions for downloading and installing Mountpoint vary, depending on
which Linux operating system that you're using.

Topics
RPM-based distributions (Amazon Linux, Fedora, CentOS, RHEL)
DEB-based distributions (Debian, Ubuntu)

Other Linux distributions

Verifying the signature of the Mountpoint for Amazon S3 package
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RPM-based distributions (Amazon Linux, Fedora, CentOS, RHEL)

Copy the following download URL for your architecture.

x86_64:

https://s3.amazonaws.com/mountpoint-s3-release/latest/x86_64/mount-s3.rpm

ARMG64 (Graviton):

https://s3.amazonaws.com/mountpoint-s3-release/latest/arm64/mount-s3.rpm

Download the Mountpoint for Amazon S3 package. Replace download-1ink with the
appropriate download URL from the preceding step.

wget download-1ink

(Optional) Verify the authenticity and integrity of the downloaded file. First, copy the
appropriate signature URL for your architecture.

Xx86_64.:

https://s3.amazonaws.com/mountpoint-s3-release/latest/x86_64/mount-s3.rpm.asc

ARM64 (Graviton):

https://s3.amazonaws.com/mountpoint-s3-release/latest/arm64/mount-s3.rpm.asc

Next, see Verifying the signature of the Mountpoint for Amazon S3 package.

Install the package by using the following command:

sudo yum install ./mount-s3.rpm

Verify that Mountpoint is successfully installed by entering the following command:

mount-s3 --version

You should see output similar to the following:
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mount-s3 1.3.1

DEB-based distributions (Debian, Ubuntu)
1. Copy the download URL for your architecture.

Xx86_64:

https://s3.amazonaws.com/mountpoint-s3-release/latest/x86_64/mount-s3.deb

ARMG64 (Graviton):

https://s3.amazonaws.com/mountpoint-s3-release/latest/arm64/mount-s3.deb

2. Download the Mountpoint for Amazon S3 package. Replace download-1ink with the
appropriate download URL from the preceding step.

wget download-1link

3. (Optional) Verify the authenticity and integrity of the downloaded file. First, copy the
signature URL for your architecture.

Xx86_64:

https://s3.amazonaws.com/mountpoint-s3-release/latest/x86_64/mount-s3.deb.asc

ARMG64 (Graviton):

https://s3.amazonaws.com/mountpoint-s3-release/latest/arm64/mount-s3.deb.asc

Next, see Verifying the signature of the Mountpoint for Amazon S3 package.

4. |Install the package by using the following command:

sudo apt-get install ./mount-s3.deb

5. Verify that Mountpoint for Amazon S3 is successfully installed by running the following
command:
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mount-s3 --version

You should see output similar to the following:

mount-s3 1.3.1

Other Linux distributions

Consult your operating system documentation to install the FUSE and 1ibfuse2 packages,
which are required.

Copy the download URL for your architecture.

Xx86_64:

https://s3.amazonaws.com/mountpoint-s3-release/latest/x86_64/mount-s3.tar.gz

ARMG64 (Graviton):

https://s3.amazonaws.com/mountpoint-s3-release/latest/arm64/mount-s3.tar.gz

Download the Mountpoint for Amazon S3 package. Replace download-1ink with the
appropriate download URL from the preceding step.

wget download-1ink

(Optional) Verify the authenticity and integrity of the downloaded file. First, copy the
signature URL for your architecture.

x86_64:

https://s3.amazonaws.com/mountpoint-s3-release/latest/x86_64/mount-s3.tar.gz.asc

ARM®64 (Graviton):

https://s3.amazonaws.com/mountpoint-s3-release/latest/arm64/mount-s3.tar.gz.asc

Next, see Verifying the signature of the Mountpoint for Amazon S3 package.
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5.

Install the package by using the following command:

sudo mkdir -p /opt/aws/mountpoint-s3 && sudo tar -C /opt/aws/mountpoint-s3 -xzf ./
mount-s3.tar.gz

Add the mount-s3 binary to your PATH environment variable. In your $HOME/ . profile file,
append the following line:

export PATH=$PATH:/opt/aws/mountpoint-s3/bin

Save the .profile file, and run the following command:

source $HOME/.profile

Verify that Mountpoint for Amazon S3 is successfully installed by running the following
command:

mount-s3 --version

You should see output similar to the following:

mount-s3 1.3.1

Verifying the signature of the Mountpoint for Amazon S3 package

1.

4.

Install GnuPG (the gpg command). It is required to verify the authenticity and integrity of a
downloaded Mountpoint for Amazon S3 package. GnuPG is installed by default on Amazon
Linux Amazon Machine Images (AMIs). After you installGnuPG, proceed to step 2.

Download the Mountpoint public key by running the following command:

wget https://s3.amazonaws.com/mountpoint-s3-release/public_keys/KEYS

Import the Mountpoint public key into your keyring by running the following command:

gpg --import KEYS

Verify the fingerprint of the Mountpoint public key by running the following command:
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gpg --fingerprint mountpoint-s3@amazon.com

Confirm that the displayed fingerprint string matches the following:

673F E406 1506 BB46 9AQE F857 BE39 7A52 B086 DASA

If the fingerprint string doesn't match, do not finish installing Mountpoint, and contact AWS
Support.

5. Download the package signature file. Replace signature-1ink with the appropriate
signature link from the preceding sections.

wget signature-link

6. Verify the signature of the downloaded package by running the following command. Replace
signature-filename with the file name from the previous step.

gpg --verify signature-filename

For example, on RPM-based distributions, including Amazon Linux, enter the following
command:

gpg --verify mount-s3.rpm.asc

7. The output should include the phrase Good signature. If the output includes the phrase
BAD signature, redownload the Mountpoint package file and repeat these steps. If the issue
persists, do not finish installing Mountpoint, and contact AWS Support.

The output may include a warning about a trusted signature. This does not indicate a problem.
It only means that you have not independently verified the Mountpoint public key.

Configuring and using Mountpoint

To use Mountpoint for Amazon S3, your host needs valid AWS credentials with access to the bucket
or buckets that you would like to mount. For different ways to authenticate, see Mountpoint AWS
Credentials on GitHub.
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For example, you can create a new AWS ldentity and Access Management (IAM) user and role for
this purpose. Make sure that this role has access to the bucket or buckets that you would like to
mount. You can pass the IAM role to your Amazon EC2 instance with an instance profile.

Topics

» Using Mountpoint for Amazon S3

» Configuring caching in Mountpoint

Using Mountpoint for Amazon S3

Use Mountpoint for Amazon S3 to do the following:

1.

Mount buckets with the mount-s3 command.

In the following example, replace amzn-s3-demo-bucket with the name of your S3 bucket,
and replace ~/mnt with the directory on your host where you want your S3 bucket to be
mounted.

mkdir ~/mnt
mount-s3 amzn-s3-demo-bucket ~/mnt

Because the Mountpoint client runs in the background by default, the ~/mnt directory now
gives you access to the objects in your S3 bucket.

Access the objects in your bucket through Mountpoint.

After you mount your bucket locally, you can use common Linux commands, such as cat or 1s,
to work with your S3 objects. Mountpoint for Amazon S3 interprets keys in your S3 bucket as
file system paths by splitting them on the forward slash (/) character. For example, if you have
the object key Data/2023-01-01.csv in your bucket, you will have a directory named Data
in your Mountpoint file system, with a file named 2023-01-01. csv inside it.

Mountpoint for Amazon S3 intentionally does not implement the full POSIX standard
specification for file systems. Mountpoint is optimized for workloads that need high-
throughput read and write access to data stored in Amazon S3 through a file system interface,
but that otherwise do not rely on file system features. For more information, see Mountpoint
for Amazon S3 file system behavior on GitHub. Customers that need richer file system

semantics should consider other AWS file services, such as Amazon Elastic File System

(Amazon EFS) or Amazon FSx.
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3.

Unmount your bucket by using the umount command. This command unmounts your S3
bucket and exits Mountpoint.

To use the following example command, replace ~/mnt with the directory on your host where
your S3 bucket is mounted.

umount ~/mnt

(@ Note

To get a list of options for this command, run umount --help.

For additional Mountpoint configuration details, see S3 bucket configuration, and file system
configuration on GitHub.

Configuring caching in Mountpoint

Mountpoint for Amazon S3 supports different types of data caching. To accelerate repeated read
requests, you can opt in to the following:

Local cache - You can use a local cache in your Amazon EC2 instance storage or an Amazon
Elastic Block Store volume. If you repeatedly read the same data from the same compute
instance and if you have unused space in your local instance storage for the repeatedly read
dataset, you should opt in to a local cache.

Shared cache - You can use a shared cache on S3 Express One Zone. If you repeatedly read small
objects from multiple compute instances or if you do not know the size of your repeatedly read
dataset and want to benefit from elasticity of cache size, you should opt in to the shared cache.
Once you opt in, Mountpoint retains objects with sizes up to one megabyte in a directory bucket
that uses S3 Express One Zone.

Combined local and shared cache - If you have unused space in your local cache but also want a
shared cache across multiple instances, you can opt in to both a local cache and shared cache.

Caching in Mountpoint is ideal for use cases where you repeatedly read the same data that doesn't
change during the multiple reads. For example, you can use caching with machine learning training
jobs that need to read a training dataset multiple times to improve model accuracy.
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For more information about how to configure caching in Mountpoint, see the following examples.

Topics
e Local cache
« Shared cache

« Combined local and shared cache

Local cache

You can opt in to a local cache with the --cache CACHE_PATH flag. In the following example,
replace CACHE_PATH with the filepath to the directory that you want to cache your data in.
Replace amzn-s3-demo-bucket with the name of your S3 bucket, and replace ~/mnt with the
directory on your host where you want your S3 bucket to be mounted.

mkdir ~/mnt
mount-s3 --cache CACHE_PATH amzn-s3-demo-bucket ~/mnt

When you opt in to local caching while mounting an S3 bucket, Mountpoint creates an empty sub-
directory at the configured cache location, if that sub-directory doesn't already exist. When you
first mount a bucket and when you unmount, Mountpoint deletes the contents of the local cache.

/A Important

If you enable local caching, Mountpoint will persist unencrypted object content from your
mounted S3 bucket at the local cache location provided at mount. In order to protect
your data, you should restrict access to the data cache location by using file system access
control mechanisms.

Shared cache

If you repeatedly read small objects (up to 1 MB) from multiple compute instances or the size of
the dataset that you repeatedly read often exceeds the size of your local cache, you should use
a shared cache in S3 Express One Zone. When you read the same data repeatedly from multiple
instances, this improves latency by avoiding redundant requests to your mounted S3 bucket.

Once you opt in to the shared cache, you pay for the data cached in your directory bucket in S3
Express One Zone. You also pay for requests made against your data in the directory bucket in S3
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Express One Zone. For more information, see Amazon S3 pricing. Mountpoint never deletes cached
objects from directory buckets. To manage your storage costs, you should set up a Lifecycle policy
on your directory bucket so that Amazon S3 expires the cached data in S3 Express One Zone after
a period of time that you specify. For more information, see Mountpoint for Amazon S3 caching

configuration on GitHub.

To opt in to caching in S3 Express One Zone when you mount a general purpose bucket to your
compute instance, use the --cache-xz flag and specify a directory bucket as your cache location.
In the following example, replace the user input placeholders.

mount-s3 amzn-s3-demo-bucket ~/mnt --cache-xz amzn-s3-demo-bucket--usw2-azl--x-s3

Combined local and shared cache

If you have unused space on your instance but you also want to use a shared cache across multiple
instances, you can opt in to both a local cache and shared cache. With this caching configuration,
you can avoid redundant read requests from the same instance to the shared cache in directory
bucket when the required data is cached in local storage. This can reduce request costs and
improve performance.

To opt in to both a local cache and shared cache when you mount an S3 bucket, you specify both
cache locations by using the --cache and --cache-xz flags. To use the following example to opt
into both a local and shared cache, replace the user input placeholders.

mount -s3 amzn-s3-demo-bucket ~/mnt --cache /path/to/mountpoint/cache --cache -xz amzn-
s3-demo-bucket--usw2-azl--x-s3

For more information, Mountpoint for Amazon S3 caching configuration on GitHub.

/A Important

If you enable shared caching, Mountpoint will copy object content from your mounted S3
bucket into the S3 directory bucket that you provide as your shared cache location, making
it accessible to any caller with access to the S3 directory bucket. To protect your cached
data, you should follow the Security best practices for Amazon S3 to ensure that your

buckets use the correct policies and are not publicly accessible. You should use a directory
bucket dedicated to Mountpoint shared caching and grant access only to Mountpoint
clients.
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Troubleshooting Mountpoint

Mountpoint for Amazon S3 is backed by AWS Support. If you need assistance, contact the AWS
Support Center.

You can also review and submit Mountpoint Issues on GitHub.

If you discover a potential security issue in this project, we ask that you notify AWS Security
through our vulnerability reporting page. Do not create a public GitHub issue.

If your application behaves unexpectedly with Mountpoint, you can inspect your log information to
diagnose the problem.

Logging
By default, Mountpoint emits high-severity log information to syslog.

To view logs on most modern Linux distributions, including Amazon Linux, run the following
journald command:

journalctl -e SYSLOG_IDENTIFIER=mount-s3

On other Linux systems, syslog entries are likely written to a file such as /var/log/syslog.

You can use these logs to troubleshoot your application. For example, if your application tries to
overwrite an existing file, the operation fails, and you will see a line similar to the following in the
log:

[WARN] open{req=12 ino=2}: mountpoint_s3::fuse: open failed: inode error: inode 2 (full
key "README.md") is not writable

For more information, see Mountpoint for Amazon S3 Logging on GitHub.

Working with Storage Browser for Amazon S3

Storage Browser for S3 is an open source component that you can add to your web application

to provide your end users with a simple graphical interface for data stored in Amazon S3. With
Storage Browser for S3, you can provide authorized end users access to browse, download, upload,
copy, and delete data in S3 directly from your own applications.
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Storage Browser for S3 supports the following operations for files: LIST, GET, PUT, COPY, UPLOAD,
and DELETE. To deliver high throughput data transfer, Storage Browser for S3 only displays the
data that your end users are authorized to access and optimizes upload requests. Storage Browser
also optimizes performance for faster load times, calculates checksums of the data that your end
users upload, and accepts objects after confirming that your data integrity was maintained (in
transit) over the public internet. You can control access to your data based on your end user’s
identity using AWS security and identity services, or your own managed services. You can also
customize Storage Browser to match your existing application’s design and branding.

Storage Browser for S3 is only available for web and intranet applications on the React framework.
You can use Storage Browser to access Amazon S3 objects in all storage classes except S3 Glacier
Flexible Retrieval, S3 Glacier Deep Archive, S3 Intelligent-Tiering Archive Access tier, and S3
Intelligent-Tiering Deep Archive Access tier.

Storage Browser for S3 is available to use with your web applications in the AWS Amplify React

library. For more information about Storage Browser, see Storage Browser for S3.

Topics

« Using Storage Browser for S3

Installing Storage Browser for S3

Setting up Storage Browser for S3

Configuring Storage Browser for S3

Troubleshooting Storage Browser for S3

Using Storage Browser for S3

In Storage Browser for S3, a location is an S3 bucket or prefix, that you grant end users access to
using S3 Access Grants, IAM policies, or your own managed authorization service. After you've

authorized your end users to access a specific location, they can work with any data within that
location.

The Storage Browser for S3 user interface has four main views:

« Home page: The home page lists the S3 locations that your users can access, as well as your
permissions for each. This is the initial view for users that shows the root level S3 resources
that your end users have access to and the permissions (READ/WRITE/READWRITE) for each S3
location.
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» Location details: This view allows users to browse files and folders in S3, and upload or
download files. (Note that in Storage Browser for S3, objects are known as files, and prefixes and
buckets are known as folders.)

» Location action: After a user chooses an action (such as Upload) in Storage Browser, it opens up
another view of the file location.

« Vertical ellipsis: The vertical ellipsis icon opens the drop-down list of actions.

When using Storage Browser for S3, be aware of the following limitations:

Folders starting or ending with dots (.) aren't supported.

S3 Access Grants with WRITE only permission isn't supported.

Storage Browser for S3 supports the PUT operation for files up to 160 GB in size.

Storage Browser for S3 only supports the COPY operation for files smaller than 5 GB. If the file
size exceeds 5 GB, Storage Browser fails the request.

Installing Storage Browser for S3

You can install Storage Browser for S3 from the latest version of aws-amplify/ui-react-
storage and aws-amplify packages in the aws-amplify GitHub repository. When installing
Storage Browser for S3, make sure to add the following dependencies to your package. json file:

"dependencies": {
"aws-amplify/ui-react-storage": "latest",
"aws-amplify": "latest",

}
Alternatively, you can add the dependencies using Node Package Manager (NPM):

npm i --save @Eaws-amplify/ui-react-storage aws-amplify

Setting up Storage Browser for S3

To connect end users with Amazon S3 locations, you must first set up an authentication and
authorization method. There are three methods to set up an authentication and authorization
method with Storage Browser:

» Method 1: Managing data access for your customers and third party partners
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» Method 2: Managing data access for your IAM principals for your AWS account

» Method 3: Managing data access at scale

Method 1: Managing data access for your customers and third party partners

With this method, you can use AWS Amplify Auth to manage access control and security for files.
This method is ideal when you want to connect your customers or third party partners with data in
S3. With this option, your customers can authenticate using social or enterprise identity providers.

You provide IAM credentials to your end users and third party partners using AWS Amplify Auth
with an S3 bucket that's configured to use Amplify Storage. AWS Amplify Auth is built on Amazon
Cognito, a fully managed customer identity and access management service where you can
authenticate and authorize users from a built-in user directory or enterprise directory, or from
consumer identity providers. The Amplify authorization model defines which prefixes the current
authenticated user can access. For more information about how to set up authorization for AWS
Amplify, see Set up storage.

To initialize the component with the Amplify authentication and storage methods, add the
following code snippet to your web application:

import {

createAmplifyAuthAdapter,

createStorageBrowser,
} from 'eaws-amplify/ui-react-storage/browser’;
import "@aws-amplify/ui-react-storage/styles.css";

import config from './amplify_outputs.json';
Amplify.configure(config);

export const { StorageBrowser } = createStorageBrowser({
config: createAmplifyAuthAdapter(),
1)

Method 2: Managing data access for your 1AM principals for your AWS account

If you want to manage access for your IAM principals or your AWS account directly, you can create
an IAM role that has permissions to invoke the GetDataAccess S3 API operation. To set this up, you
must create an S3 Access Grants instance to map out permissions for S3 buckets and prefixes to the

specified IAM identities. The Storage Browser component (which must be called on the client side
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after obtaining the IAM credentials) will then invoke the ListCallerAccessGrants S3 API operation to
fetch the available grants to the identity requester and populate the locations in the component.
After you obtain the s3:GetDataAccess permission, those credentials are then used by the
Storage Browser component to request data access to S3.

import {

createManagedAuthAdapter,

createStorageBrowser,

AWSTemporaryCredentials,
} from 'eaws-amplify/ui-react-storage/browser’;
import "@aws-amplify/ui-react-storage/styles.css";

export const { StorageBrowser } = createStorageBrowser({
config: createManagedAuthAdapter({
credentialsProvider: async (options?: { forceRefresh?: boolean }) => {
// return your credentials object
return {
credentials: {

accessKeylId: 'my-access-key-id',
secretAccessKey: 'my-secret-access-key'
sessionToken: 'my-session-token',
expiration: new Date();

},
}
},
// AWS “region® and “accountId’
region: '',
accountId: '',

// call “onAuthStateChange’ when end user auth state changes
// to clear sensitive data from the 'StorageBrowser’ state
registerAuthListener: (onAuthStateChange) => {3},

i9)
1)

Method 3: Managing data access at scale

If you want to associate an S3 Access Grants instance to your IAM Identity Center for a more
scalable solution (such as providing data access to your whole company), you can request data
from Amazon S3 on behalf of the current authenticated user. For example, you can grant user
groups in your corporate directory access to your data in S3. This approach allows you to centrally
manage S3 Access Grants permissions for your users and groups, including the ones hosted on
external providers such as Microsoft Entra, Okta, and others.
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When using this method, the integration with the IAM Identity Center allows you to use existing

user directories. Another benefit of an IAM Identity Center trusted identity propagation is that each
AWS CloudTrail data event for Amazon S3 contains a direct reference to the end user identity that
accessed the S3 data.

If you have an application that supports OAuth 2.0 and your users need access from these
applications to AWS services, we recommend that you use trusted identity propagation. With
trusted identity propagation, a user can sign in to an application, and that application can pass
the user’s identity in any requests that access data in AWS services. This application interacts with
IAM Identity Center on behalf of any authenticated users. For more information, see Using trusted

identity propagation with customer managed applications.

Setup

To set up Storage Browser authentication in the AWS Management Console using S3 Access Grants

and IAM Identity Center trusted identity propagation, your applications must request data from

Amazon S3 on behalf of the current authenticated user. With this approach, you can give users or
groups of users from your corporate directory direct access to your S3 buckets, prefixes, or objects.
This means that your application won't need to map any users to an IAM principal.

The following workflow outlines the steps for setting up Storage Browser for S3, using IAM Identity
Center and S3 Access Grants:

Steps Description
1 Enable IAM Identity Center for your AWS Organizations
2 Configure AWS ldentity and Access Management Identity

Center federation

3 Add a trusted token issuer in the AWS ldentity and Access
Management Identity Center console

The trusted token issuer represents your external identity
provider (IdP) within IAM Identity Center, enabling it to
recognize identity tokens for your application’s authenticated
users.
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Steps Description

4 Create an IAM role for the bootstrap application and

identity bearer

5 Create and configure your application in IAM Identity Center

This application interacts with IAM Identity Center on behalf of
authenticated users.

6 Add S3 Access Grants as a trusted application for identity
propagation

This step connects your application to S3 Access Grants, so
that it can make requests to S3 Access Grants on behalf of
authenticated users.

7 Create a grant to a user or group

This step syncs users from AWS Identity and Access
Management Identity Center with the System for Cross-dom
ain Identity Management (SCIM). SCIM keeps your IAM Identity
Center identities in sync with identities from your identity
provider (IdP).

8 Create your Storage Browser for S3 component

Enable IAM Identity Center for your AWS Organizations

To enable IAM Identity Center for your AWS Organizations, perform the following steps:
1. Signin to the AWS Management Console, using one of these methods:
1. New to AWS (root user) — Sign in as the account owner by choosing Root user and entering

your AWS account email address. On the next page, enter your password.

2. Already using AWS (IAM credentials) - Sign in using your 1AM credentials with
administrative permissions.

2. Open the IAM Identity Center console.
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3. Under Enable IAM Identity Center, choose Enable.

(® Note

IAM Identity Center requires the setup of AWS Organizations. If you haven't set up an
organization, you can choose to have AWS create one for you. Choose Create AWS
organization to complete this process.

Choose Enable with AWS Organizations.
Choose Continue.

(Optional) Add any tags that you want to associate with this organization instance.

N oo u &

(Optional) Configure the delegated administration.

(® Note

If you're using a multi-account environment, we recommend that you configure
delegated administration. With delegated administration, you can limit the number
of people who require access to the management account in AWS Organizations. For
more information, see Delegated administration.

8. Choose Save.

AWS Organizations automatically sends a verification email to the address that is associated with
your management account. There might be a delay before you receive the verification email. Make
sure to verify your email address within 24 hours, before your verification email expires.

Configure AWS Identity and Access Management Identity Center federation

To use Storage Browser for S3 with corporate directory users, you must configure IAM Identity
Center to use an external identity provider (IdP). You can use the preferred identity provider of your
choice. However, be aware that each identity provider uses different configuration settings. For
tutorials on using different external identity providers, see IAM Identity Center source tutorials.

(@ Note

Make sure to record the issuer URL and the audience attributes of the identity provider
that you've configured because you will need to refer to it in later steps. If you don't have
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the required access or permissions to configure an IdP, you might need to contact the
administrator of the external IdP to obtain them.

Add a trusted token issuer in the AWS Identity and Access Management Identity Center console

The trusted token issuer represents your external identity provider in the AWS Identity and Access
Management Identity Center, and recognizes tokens for your application’s authenticated users. The
account owner of the IAM Identity Center instance in your AWS Organizations must perform these
steps. These steps can be done either in the IAM Identity Center console, or programmatically.

To add a trusted token issuer in the AWS Identity and Access Management Identity Center console,
perform the following steps:

1. Open the IAM Identity Center console.

2. Choose Settings.
3. Choose the Authentication tab.
4. Navigate to the Trusted token issuers section, and fill out the following details:
1. Under Issuer URL, enter the URL of the external IdP that serves as the trusted token issuer.

You might need to contact the administrator of the external IdP to obtain this information.
For more information, see Using applications with a trusted token issuer.

2. Under Trusted token issuer name, enter a name for the trusted token issuer. This name will
appear in the list of trusted token issuers that you can select in Step 8, when an application
resource is configured for identity propagation.

5. Update your Map attributes to your preferred application attribute, where each identity
provider attribute is mapped to an IAM Identity Center attribute. For example, you might want
to map the application attribute email to the IAM Identity Center user attribute email. To see
the list of allowed user attributes in IAM Identity Center, see the table in Attribute mappings
for AWS Managed Microsoft AD directory.

6. (Optional) If you want to add a resource tag, enter the key and value pair. To add multiple
resource tags, choose Add new tag to generate a new entry and enter the key and value pairs.

7. Choose Create trusted token issuer.

8. After you finish creating the trusted token issuer, contact the application administrator to let
them know the name of the trusted token issuer, so that they can confirm that the trusted
token issuer is visible in the applicable console.
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9. Make sure the application administrator selects this trusted token issuer in the applicable
console to enable user access to the application from applications that are configured for
trusted identity propagation.

Create an IAM role for the bootstrap application and identity bearer

To ensure that the bootstrap application and identity bearer users can properly
work with each other, make sure to create two IAM roles. One IAM role is required for the

bootstrap application and the other IAM role must be used for the identity bearer, or end
users who are accessing the web application that requests access through S3 Access Grants.
The bootstrap application receives the token issued by the identity provider and invokes the
CreateTokenWithIAM API, exchanging this token with the one issued by the Identity Center.

Create an IAM role, such as bootstrap-role, with permissions such as the following. The
following example IAM policy gives permissions to the bootstrap-role to perform the token
exchange:

"Version": "2012-10-17",
"Statement": [{
"Action": [
"sso-oauth:CreateTokenWithIAM",
1,
"Resource": "arn:${Partition}:sso::${AccountId}:application/${InstanceId}/
${ApplicationId}",
"Effect": "Allow"

},
{
"Action": [
"sts:AssumeRole",
"sts:SetContext"
1,
"Resource": "arn:aws:iam::${AccountId}:role/identity-bearer-role",
"Effect": "Allow"
}]

Then, create a second IAM role (such as identity-bearer-role), which the identity broker uses
to generate the IAM credentials. The IAM credentials returned from the identity broker to the web
application are used by the Storage Browser for S3 component to allow access to S3 data:
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{
"Action": [
"s3:GetDataAccess",
"s3:ListCallerAccessGrants",
1,
"Resource": "arn:${Partition}:s3:${Region}:${Account}:access-grants/default",
"Effect": "Allow"
}

This IAM role (identity-bearer-role) must use a trust policy with the following statement:

"Effect": "Allow",
"Principal": {
"AWS": "arn:${Partition}:iam::${Account}:role/${RoleNameWithPath}"
1,
"Action": [
"sts:AssumeRole",
"sts:SetContext"

Create and configure your application in IAM Identity Center

(® Note

Before you begin, make sure that you've created the required 1AM roles from the previous
step. You'll need to specify one of these IAM roles in this step.

To create and configure a customer managed application in AWS IAM Identity Center, perform the
following steps:

Open the IAM Identity Center console.

Choose Applications.
Choose the Customer managed tab.

Choose Add application.

i kA W=

On the Select application type page, under Setup preference, choose | have an application |
want to set up.
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6.
7.
8.

10.

11.
12.

13.
14.

15.

16.
17.
18.

19.
20.

21.

Under Application type, choose OAuth 2.0.
Choose Next. The Specify application page is displayed.

Under the Application name and descriptionsection, enter a Display name for the
application, such as storage-browser-oauth.

Enter a Description. The application description appears in the IAM Identity Center console
and API requests, but not in the AWS access portal.

Under User and group assignment method, choose Do not require assignments. This option
allows all authorized 1AM Identity Center users and groups access to this application.

Under AWS access portal, enter an application URL where users can access the application.

(Optional) If you want to add a resource tag, enter the key and value pair. To add multiple
resource tags, choose Add new tag to generate a new entry and enter the key and value pairs.

Choose Next. The Specify authentication page displays.

Under Authentication with trusted token issuer, use the checkbox to select the trusted token
issuer that you previously created.

Under Configure selected trusted token issuers, enter the aud claim. The aud claim identifies
the audience of the JSON Web Token (JWT), and it is the name by which the trusted token
issuer identifies this application.

(® Note

You might need to contact the administrator of the external IdP to obtain this
information.

Choose Next. The Specify authentication credentials page displays.
Under Configuration method, choose Enter one or more IAM roles.

Under Enter IAM roles, add the IAM role or Amazon Resource Name (ARN) for the identity
bearer token. You must enter the IAM role that you created from the previous step for the
identity broker application (for example, bootstrap-role).

Choose Next.

On the Review and configure page, review the details of your application configuration. If you
need to modify any of the settings, choose Edit for the section that you want to edit and make
your changes to.

Choose Submit. The details page of the application that you just added is displayed.
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After you've set up your applications, your users can access your applications from within their
AWS access portal based on the permission sets that you've created and the user access that you've

assigned.

Add S3 Access Grants as a trusted application for identity propagation

After you set up your customer managed application, you must specify S3 Access Grants for
identity propagation. S3 Access Grants vends credentials for users to access Amazon S3 data. When
you sign in to your customer managed application, S3 Access Grants will pass your user identity to
the trusted application.

Prerequisite: Make sure that you've set up S3 Access Grants (such as creating an S3 Access Grants
instance and registering a location) before following these steps. For more information, see Getting
started with S3 Access Grants.

To add S3 Access Grants for identity propagation to your customer managed application, perform
the following steps:

Open the IAM Identity Center console.

1
2. Choose Applications.

3. Choose the Customer managed tab.
4

In the Customer managed applications list, select the OAuth 2.0 application for which you
want to initiate access requests. This is the application that your users will sign in to.

5. On the Details page, under Trusted applications for identity propagation, choose Specify
trusted applications.

6. Under Setup type, select Individual applications and specify access, and then choose Next.

7. On the Select service page, choose S3 Access Grants. S3 Access Grants has applications that
you can use to define your own web application for trusted identity propagation.

8. Choose Next. You'll select your applications in the next step.

On the Select applications page, choose Individual applications, select the checkbox for each
application that can receive requests for access, and then choose Next.

10. On the Configure access page, under Configuration method, choose either of the following:

» Select access per application - Select this option to configure different access levels for
each application. Choose the application for which you want to configure the access level,
and then choose Edit access. In Level of access to apply, change the access levels as needed,
and then choose Save changes.
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« Apply same level of access to all applications - Select this option if you don't need to
configure access levels on a per-application basis.

11. Choose Next.

12. On the Review configuration page, review the choices that you made.

@ Note
You'll want to make sure the s3:access_grants:read_write permission is granted
for your users. This permission allows your users to retrieve credentials to access
Amazon S3. Make sure to use either the IAM policy you created previously, or S3 Access
Grants, to limit access to write operations.

13. To make changes, choose Edit for the configuration section that you want to make changes to.
Then, make the required changes and choose Save changes.

14. Choose Trust applications to add the trusted application for identity propagation.

Create a grant to a user or group

In this step, you use IAM Identity Center to provision your users. You can use SCIM for automated
or manual provisioning of users and groups. SCIM keeps your IAM Identity Center identities in
sync with identities from your identity provider (IdP). This includes any provisioning, updates, and
deprovisioning of users between your IdP and IAM Identity Center.

(® Note

This step is required because when S3 Access Grants is used with IAM Identity Center,
local IAM Identity Center users aren’t used. Instead, users must be synchronized from the
identity provider with IAM Identity Center.

To synchronize users from your identity provider with IAM Identity Center, perform the following
steps:

1. Enable automatic provisioning.

2. Generate an access token.
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For examples of how to set up the identity provider with IAM Identity Center for your specific use
case, see |IAM Identity Center Identity source tutorials.

Create your Storage Browser for S3 component

After you've set up your IAM Identity Center instance and created grants in S3 Access Grants, open
your React application. In the React application, use createManagedAuthAdapter to set up the
authorization rules. You must provide a credentials provider to return the credentials you acquired
from IAM Identity Center. You can then call createStorageBrowser to initialize the Storage
Browser for S3 component:

import {
createManagedAuthAdapter,
createStorageBrowser,
} from '@aws-amplify/ui-react-storage/browser’;
import '@aws-amplify/ui-react-storage/styles.css';

export const { StorageBrowser } = createStorageBrowser({
config: createManagedAuthAdapter({
credentialsProvider: async (options?: { forceRefresh?: boolean }) => {
// return your credentials object
return {
credentials: {
accessKeyId: 'my-access-key-id',
secretAccessKey: 'my-secret-access-key',
sessionToken: 'my-session-token',
expiration: new Date(),

1,
}
1,
// AWS “region® and “accountId’ of the S3 Access Grants Instance.
region: '',
accountId: '',

// call “onAuthStateChange’ when end user auth state changes
// to clear sensitive data from the 'StorageBrowser state
registerAuthListener: (onAuthStateChange) => {3},
)
35;
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Then, create a mechanism to exchange the JSON web tokens (JWTs) from your web application
with the IAM credentials from IAM Identity Center. For more information about how to exchange
the JWT, see the following resources:

» How to develop a user-facing data application with IAM Identity Center and S3 Access Grants
post in AWS Storage Blog

» Scaling data access with S3 Access Grants post in AWS Storage Blog

o S3 Access Grants workshop on AWS workshop studio

o S3 Access Grants workshop on GitHub

Then, set up an APl endpoint to handle requests for fetching credentials. To validate the JSON web
token (JWT) exchange, perform the following steps:

1. Retrieve the JSON web token from the authorization header for incoming requests.
2. Validate the token using the public keys from the specified JSON web key set (JWKS) URL.

3. Verify the token's expiration, issuer, subject, and audience claims.

To exchange the identity provider's JSON web token with AWS IAM credentials, perform the
following steps:

® Tip
Make sure to avoid logging any sensitive information. We recommend that you use error
handling controls for missing authorization, expired tokens, and other exceptions. For more
information, see the Implementing AWS Lambda error handling patterns post in AWS
Compute Blog.

1. Verify that the required Permission and Scope parameters are provided in the request.

2. Use the CreateTokenWithlAM API to exchange the JSON web token for an IAM Identity Center
token.

(® Note

After the IdP JSON web token is used, it can't be used again. A new token must be used
to exchange with 1AM Identity Center.
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3. Use the AssumeRole APl operation to assume a transient role using the IAM Identity Center
token. Make sure to use the identity bearer role, also known as the role that carries the identity
context (for example, identity-bearer-role) to request the credentials.

4. Return the IAM credentials to the web application.

(® Note

Make sure that you've set up a proper logging mechanism. Responses are returned in a
standardized JSON format with an appropriate HTTP status code.

Configuring Storage Browser for S3

To allow Storage Browser for S3 access to S3 buckets, the Storage Browser component makes the
REST API calls to Amazon S3. By default, cross-origin resource sharing (CORS) isn't enabled on S3
buckets. As a result, you must enable CORS for each S3 bucket that Storage Browser is accessing
data from.

For example, to enable CORS on your S3 bucket, you can update your CORS policy like this:

"ID": "S3CORSRuleIdl",
"AllowedHeaders": [

g n

iy
"AllowedMethods": [
"GET",
"HEAD",
"PUT",
"POST",
"DELETE"
]I

"AllowedOrigins": [

g n

1,

"ExposeHeaders": [
"last-modified",
"content-type",
"content-length",
"etag",

Configuring Storage Browser for S3 API Version 2006-03-01 120


https://docs.aws.amazon.com/STS/latest/APIReference/API_AssumeRole.html
https://docs.aws.amazon.com/AmazonS3/latest/userguide/cors.html

Amazon Simple Storage Service User Guide

"x-amz-version-id",
"x-amz-request-id",
"x-amz-id-2",

"x-amz-cf-id",
"x-amz-storage-class",

"date",
"access-control-expose-headers"

1,
"MaxAgeSeconds": 3000

Troubleshooting Storage Browser for S3

If you're experiencing issues with Storage Browser for S3, make sure to review the following
troubleshooting tips:

 Avoid trying to use the same token (idToken or accessToken) for multiple requests. Tokens
can't be reused. This will result in a request failure.

« Make sure that the IAM credentials that you provide to the Storage Browser component includes
permissions to invoke the s3:GetDataAccess operation. Otherwise, your end users won't be
able to access your data.

Alternatively, you can check the following resources:

» Storage Browser for S3 is backed by AWS Support. If you need assistance, contact the AWS
Support Center.

« If you're having trouble with Storage Browser for S3 or would like to submit feedback, visit the
Amplify GitHub page.

« If you discover a potential security issue in this project, you can notify AWS Security through the
AWS Vulnerability Reporting page.

Configuring fast, secure file transfers using Amazon S3 Transfer
Acceleration

Amazon S3 Transfer Acceleration is a bucket-level feature that enables fast, easy, and secure
transfers of files over long distances between your client and an S3 bucket. Transfer Acceleration is
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designed to optimize transfer speeds from across the world into S3 buckets. Transfer Acceleration
takes advantage of the globally distributed edge locations in Amazon CloudFront. As the data
arrives at an edge location, the data is routed to Amazon S3 over an optimized network path.

When you use Transfer Acceleration, additional data transfer charges might apply. For more
information about pricing, see Amazon S3 pricing.

Why use Transfer Acceleration?

You might want to use Transfer Acceleration on a bucket for various reasons:

« Your customers upload to a centralized bucket from all over the world.
» You transfer gigabytes to terabytes of data on a regular basis across continents.

« You can't use all of your available bandwidth over the internet when uploading to Amazon S3.

For more information about when to use Transfer Acceleration, see Amazon S3 FAQs.

Requirements for using Transfer Acceleration

The following are required when you are using Transfer Acceleration on an S3 bucket:

» Transfer Acceleration is only supported on virtual-hosted style requests. For more information
about virtual-hosted style requests, see Making requests using the REST API in the Amazon S3
API Reference.

« The name of the bucket used for Transfer Acceleration must be DNS-compliant and must not
contain periods (".").

« Transfer Acceleration must be enabled on the bucket. For more information, see Enabling and
using S3 Transfer Acceleration.

After you enable Transfer Acceleration on a bucket, it might take up to 20 minutes before the
data transfer speed to the bucket increases.

(® Note
Transfer Acceleration is currently supported for buckets located in the following Regions:
« Asia Pacific (Tokyo) (ap-northeast-1)
« Asia Pacific (Seoul) (ap-northeast-2)
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« Asia Pacific (Mumbai) (ap-south-1)

« Asia Pacific (Singapore) (ap-southeast-1)
« Asia Pacific (Sydney) (ap-southeast-2)
» Canada (Central) (ca-central-1)

o Europe (Frankfurt) (eu-central-1)

o Europe (Ireland) (eu-west-1)

» Europe (London) (eu-west-2)

o Europe (Paris) (eu-west-3)

« South America (S3o Paulo) (sa-east-1)
o US East (N. Virginia) (us-east-1)

o US East (Ohio) (us-east-2)

o US West (N. California) (us-west-1)

» US West (Oregon) (us-west-2)

« To access the bucket that is enabled for Transfer Acceleration, you must use the endpoint
bucketname.s3-accelerate.amazonaws.com. Or, use the dual-stack endpoint
bucketname.s3-accelerate.dualstack.amazonaws.com to connect to the enabled
bucket over IPv6. You can continue to use the regular endpoints for standard data transfer.

» You must be the bucket owner to set the transfer acceleration state. The bucket owner can
assign permissions to other users to allow them to set the acceleration state on a bucket. The
s3:PutAccelerateConfiguration permission permits users to enable or disable Transfer
Acceleration on a bucket. The s3:GetAccelerateConfiguration permission permits users to
return the Transfer Acceleration state of a bucket, which is either Enabled or Suspended.

The following sections describe how to get started and use Amazon S3 Transfer Acceleration for
transferring data.

Topics

» Getting started with Amazon S3 Transfer Acceleration

« Enabling and using S3 Transfer Acceleration

« Using the Amazon S3 Transfer Acceleration Speed Comparison tool
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Getting started with Amazon S3 Transfer Acceleration

You can use Amazon S3 Transfer Acceleration for fast, easy, and secure transfers of files over long
distances between your client and an S3 bucket. Transfer Acceleration uses the globally distributed
edge locations in Amazon CloudFront. As the data arrives at an edge location, data is routed to
Amazon S3 over an optimized network path.

To get started using Amazon S3 Transfer Acceleration, perform the following steps:

1. Enable Transfer Acceleration on a bucket

You can enable Transfer Acceleration on a bucket any of the following ways:
» Use the Amazon S3 console.

o Use the REST API PUT Bucket accelerate operation.

» Use the AWS CLI and AWS SDKs. For more information, see Developing with Amazon S3 using
the AWS SDKs in the Amazon S3 API Reference.

For more information, see Enabling and using S3 Transfer Acceleration.

® Note

For your bucket to work with transfer acceleration, the bucket name must conform to
DNS naming requirements and must not contain periods (".").

2. Transfer data to and from the acceleration-enabled bucket

Use one of the following s3-accelerate endpoint domain names:

« To access an acceleration-enabled bucket, use bucketname .s3-
accelerate.amazonaws.com.

« To access an acceleration-enabled bucket over IPv6, use bucketname .s3-
accelerate.dualstack.amazonaws.com.

Amazon S3 dual-stack endpoints support requests to S3 buckets over IPv6 and IPv4. The
Transfer Acceleration dual-stack endpoint only uses the virtual hosted-style type of endpoint
name. For more information, see Making requests to Amazon S3 over IPv6 in the Amazon S3
API Reference and Using Amazon S3 dual-stack endpoints in the Amazon S3 API Reference .
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® Note

Your data transfer application must use one of the following two types of endpoints to
access the bucket for faster data transfer: . s3-accelerate.amazonaws.comor .s3-
accelerate.dualstack.amazonaws.com for the dual-stack endpoint. If you want to
use standard data transfer, you can continue to use the regular endpoints.

You can point your Amazon S3 PUT object and GET object requests to the s3-accelerate
endpoint domain name after you enable Transfer Acceleration. For example, suppose

that you currently have a REST API application using PUT Object that uses the hostname
mybucket.s3.us-east-1.amazonaws.comin the PUT request. To accelerate the PUT, you
change the hostname in your request to mybucket.s3-accelerate.amazonaws.com. To
go back to using the standard upload speed, change the name back to mybucket.s3.us-
east-1.amazonaws.com.

After Transfer Acceleration is enabled, it can take up to 20 minutes for you to realize the
performance benefit. However, the accelerate endpoint is available as soon as you enable
Transfer Acceleration.

You can use the accelerate endpoint in the AWS CLI, AWS SDKs, and other tools that transfer
data to and from Amazon S3. If you are using the AWS SDKs, some of the supported languages
use an accelerate endpoint client configuration flag so you don't need to explicitly set the
endpoint for Transfer Acceleration to bucketname.s3-accelerate.amazonaws.com. For
examples of how to use an accelerate endpoint client configuration flag, see Enabling and using
S3 Transfer Acceleration.

You can use all Amazon S3 operations through the transfer acceleration endpoints except for the
following:

o GET Service (list buckets)

e PUT Bucket (create bucket)

o DELETE Bucket

Also, Amazon S3 Transfer Acceleration does not support cross-Region copies using PUT Object -
Copy.
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Enabling and using S3 Transfer Acceleration

You can use Amazon S3 Transfer Acceleration to transfer files quickly and securely over long
distances between your client and an S3 bucket. You can enable Transfer Acceleration using the S3
console, the AWS Command Line Interface (AWS CLI), API, or the AWS SDKs.

This section provides examples of how to enable Amazon S3 Transfer Acceleration on a bucket and
use the acceleration endpoint for the enabled bucket.

For more information about Transfer Acceleration requirements, see Configuring fast, secure file

transfers using Amazon S3 Transfer Acceleration.

Using the S3 console

(® Note

If you want to compare accelerated and non-accelerated upload speeds, open the Amazon
S3 Transfer Acceleration Speed Comparison tool.

The Speed Comparison tool uses multipart upload to transfer a file from your browser to
various AWS Regions with and without Amazon S3 transfer acceleration. You can compare
the upload speed for direct uploads and transfer accelerated uploads by Region.

To enable transfer acceleration for an S3 bucket

1. Sign in to the AWS Management Console and open the Amazon S3 console at https://
console.aws.amazon.com/s3/.

2. In the Buckets list, choose the name of the bucket that you want to enable transfer
acceleration for.

3. Choose Properties.
4. Under Transfer acceleration, choose Edit.

5. Choose Enable, and choose Save changes.

To access accelerated data transfers

1. After Amazon S3 enables transfer acceleration for your bucket, view the Properties tab for the
bucket.

Enabling Transfer Acceleration API Version 2006-03-01 126


https://s3-accelerate-speedtest.s3-accelerate.amazonaws.com/en/accelerate-speed-comparsion.html
https://s3-accelerate-speedtest.s3-accelerate.amazonaws.com/en/accelerate-speed-comparsion.html
https://console.aws.amazon.com/s3/
https://console.aws.amazon.com/s3/

Amazon Simple Storage Service User Guide

2. Under Transfer acceleration, Accelerated endpoint displays the transfer acceleration
endpoint for your bucket. Use this endpoint to access accelerated data transfers to and from
your bucket.

If you suspend transfer acceleration, the accelerate endpoint no longer works.

Using the AWS CLI

The following are examples of AWS CLI commands used for Transfer Acceleration. For instructions
on setting up the AWS CLI, see Developing with Amazon S3 using the AWS CLI in the Amazon S3

API Reference.
Enabling Transfer Acceleration on a bucket

Use the AWS CLI put-bucket-accelerate-configuration command to enable or suspend Transfer

Acceleration on a bucket.

The following example sets Status=Enabled to enable Transfer Acceleration on a bucket. You use
Status=Suspended to suspend Transfer Acceleration.

Example

$ aws s3api put-bucket-accelerate-configuration --bucket bucketname --accelerate-
configuration Status=Enabled

Using Transfer Acceleration

You can direct all Amazon S3 requests made by s3 and s3api AWS CLI commands to the
accelerate endpoint: s3-accelerate.amazonaws. com. To do this, set the configuration value
use_accelerate_endpoint to true in a profile in your AWS Config file. Transfer Acceleration
must be enabled on your bucket to use the accelerate endpoint.

All requests are sent using the virtual style of bucket addressing: my-bucket.s3-
accelerate.amazonaws.com. Any ListBuckets, CreateBucket, and DeleteBucket requests
are not sent to the accelerate endpoint because the endpoint doesn't support those operations.

For more information about use_accelerate_endpoint, see AWS CLI S3 Configuration in the
AWS CLI Command Reference.

The following example sets use_accelerate_endpoint to true in the default profile.
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Example

$ aws configure set default.s3.use_accelerate_endpoint true

If you want to use the accelerate endpoint for some AWS CLI commands but not others, you can
use either one of the following two methods:

« Use the accelerate endpoint for any s3 or s3api command by setting the --endpoint-url
parameter to https://s3-accelerate.amazonaws.com.

» Set up separate profiles in your AWS Config file. For example, create one profile
that sets use_accelerate_endpoint to true and a profile that does not set
use_accelerate_endpoint. When you run a command, specify which profile you want to use,
depending upon whether you want to use the accelerate endpoint.

Uploading an object to a bucket enabled for Transfer Acceleration

The following example uploads a file to a bucket enabled for Transfer Acceleration by using the
default profile that has been configured to use the accelerate endpoint.

Example

$ aws s3 cp file.txt s3://bucketname/keyname --region region

The following example uploads a file to a bucket enabled for Transfer Acceleration by using the - -
endpoint-url parameter to specify the accelerate endpoint.

Example

$ aws configure set s3.addressing_style virtual
$ aws s3 cp file.txt s3://bucketname/keyname --region region --endpoint-url https://s3-
accelerate.amazonaws.com

Using the AWS SDKs

The following are examples of using Transfer Acceleration to upload objects to Amazon S3 using
the AWS SDK. Some of the AWS SDK supported languages (for example, Java and .NET) use an
accelerate endpoint client configuration flag so you don't need to explicitly set the endpoint for
Transfer Acceleration to bucketname.s3-accelerate.amazonaws.com.
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Java

Example

The following example shows how to use an accelerate endpoint to upload an object to Amazon
S3. The example does the following:

» Creates an AmazonS3Client that is configured to use accelerate endpoints. All buckets that
the client accesses must have Transfer Acceleration enabled.

» Enables Transfer Acceleration on a specified bucket. This step is necessary only if the bucket
you specify doesn't already have Transfer Acceleration enabled.

« Verifies that transfer acceleration is enabled for the specified bucket.

« Uploads a new object to the specified bucket using the bucket's accelerate endpoint.

For more information about using Transfer Acceleration, see Getting started with Amazon S3

Transfer Acceleration. For instructions on creating and testing a working sample, see Getting

Started in the AWS SDK for Java Developer Guide.

import
import
import
import
import
import
import
import
import
import

com.
com.
com.
com.
com.
com.
com.
com.
com.
com.

amazonaws.

amazonaws

amazonaws.

amazonaws

amazonaws.
amazonaws.
amazonaws.
amazonaws.
amazonaws.
amazonaws.

AmazonServiceException;

.SdkClientException;

auth.profile.ProfileCredentialsProvider;

.regions.Regions;

services.
services.
services.
services.
services.
services.

s3.
s3.
s3.
s3.
s3.
s3.

AmazonS3;

AmazonS3ClientBuilder;

model .BucketAccelerateConfiguration;
model.BucketAccelerateStatus;
model.GetBucketAccelerateConfigurationRequest;
model.SetBucketAccelerateConfigurationRequest;

public class TransferAcceleration {
public static void main(String[] args) {

Regions clientRegion = Regions.DEFAULT_REGION;
String bucketName = "*** Bucket name ***";
String keyName = "*** Key name ***";

try {

endpoint.

// Create an Amazon S3 client that is configured to use the accelerate

AmazonS3

s3Client

AmazonS3ClientBuilder.standard()

.withRegion(clientRegion)
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.withCredentials(new ProfileCredentialsProvider())
.enableAccelerateMode()
.build();

// Enable Transfer Acceleration for the specified bucket.
s3Client.setBucketAccelerateConfiguration(
new SetBucketAccelerateConfigurationRequest(bucketName,
new BucketAccelerateConfiguration(
BucketAccelerateStatus.Enabled)));

// Verify that transfer acceleration is enabled for the bucket.

String accelerateStatus = s3Client.getBucketAccelerateConfiguration(
new GetBucketAccelerateConfigurationRequest(bucketName))
.getStatus();

System.out.println("Bucket accelerate status: " + accelerateStatus);

// Upload a new object using the accelerate endpoint.
s3Client.putObject(bucketName, keyName, "Test object for transfer
acceleration");
System.out.println("Object \"" + keyName + "\" uploaded with transfer
acceleration.");
} catch (AmazonServiceException e) {
// The call was transmitted successfully, but Amazon S3 couldn't process
// it, so it returned an error response.
e.printStackTrace();
} catch (SdkClientException e) {
// Amazon S3 couldn't be contacted for a response, or the client
// couldn't parse the response from Amazon S3.
e.printStackTrace();

.NET

The following example shows how to use the AWS SDK for .NET to enable Transfer Acceleration
on a bucket. For information about setting up and running the code examples, see Getting
Started with the AWS SDK for .NET in the AWS SDK for .NET Developer Guide.

Example

using Amazon;
using Amazon.S3;
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using Amazon.S3.Model;
using System;
using System.Threading.Tasks;

namespace Amazon.DocSamples.S3
{
class TransferAccelerationTest
{
private const string bucketName = "*** bucket name ***";
// Specify your bucket region (an example region is shown).
private static readonly RegionEndpoint bucketRegion =
RegionEndpoint.USWest2;
private static IAmazonS3 s3Client;
public static void Main()

{
s3Client = new AmazonS3Client(bucketRegion);
EnableAccelerationAsync().Wait();
}
static async Task EnableAccelerationAsync()
{
try
{
var putRequest = new PutBucketAccelerateConfigurationRequest
{
BucketName = bucketName,
AccelerateConfiguration = new AccelerateConfiguration
{
Status = BucketAccelerateStatus.Enabled
}
};
await

s3Client.PutBucketAccelerateConfigurationAsync(putRequest);

var getRequest

{

new GetBucketAccelerateConfigurationRequest

BucketName = bucketName
};
var response = await
s3Client.GetBucketAccelerateConfigurationAsync(getRequest);

Console.WritelLine("Acceleration state = '{@}' ",
response.Status);

}
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catch (AmazonS3Exception amazonS3Exception)

{
Console.WriteLine(
"Error occurred. Message:'{0}' when setting transfer
acceleration",

amazonS3Exception.Message);

}

}
}
}

When uploading an object to a bucket that has Transfer Acceleration enabled, you specify using
the acceleration endpoint at the time of creating a client.

var client = new AmazonS3Client(new AmazonS3Config

{
RegionEndpoint = TestRegionEndpoint,
UseAccelerateEndpoint = true

Javascript

For an example of enabling Transfer Acceleration by using the AWS SDK for JavaScript, see
Calling the putBucketAccelerateConfiguration operation in the AWS SDK for JavaScript API
Reference.

Python (Boto)

For an example of enabling Transfer Acceleration by using the SDK for Python, see
put_bucket_accelerate_configuration in the AWS SDK for Python (Boto3) API Reference.

Other

For information about using other AWS SDKs, see Sample Code and Libraries.

Using the REST API

Use the REST APl PutBucketAccelerateConfiguration operation to enable accelerate
configuration on an existing bucket.

For more information, see PutBucketAccelerateConfiguration in the Amazon Simple Storage Service

API Reference.
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Using the Amazon S3 Transfer Acceleration Speed Comparison tool

You can use the Amazon S3 Transfer Acceleration Speed Comparison tool to compare accelerated

and non-accelerated upload speeds across Amazon S3 Regions. The Speed Comparison tool uses
multipart uploads to transfer a file from your browser to various Amazon S3 Regions with and
without using Transfer Acceleration.

You can access the Speed Comparison tool using either of the following methods:

» Copy the following URL into your browser window, replacing region with the AWS Region that
you are using (for example, us-west-2) and yourBucketName with the name of the bucket
that you want to evaluate:

https://s3-accelerate-speedtest.s3-accelerate.amazonaws.com/en/
accelerate-speed-comparsion.html?
region=region&origBucketName=yourBucketName

For a list of the Regions supported by Amazon S3, see Amazon S3 endpoints and quotas in the

AWS General Reference.

e Use the Amazon S3 console.

Using Requester Pays buckets for storage transfers and usage

In general, bucket owners pay for all Amazon S3 storage and data transfer costs that are associated
with their bucket. However, you can configure a bucket to be a Requester Pays bucket. With
Requester Pays buckets, the requester instead of the bucket owner pays the cost of the request and
the data download from the bucket. The bucket owner always pays the cost of storing data.

Typically, you configure buckets to be Requester Pays buckets when you want to share data but
not incur charges associated with others accessing the data. For example, you might use Requester
Pays buckets when making available large datasets, such as zip code directories, reference data,
geospatial information, or web crawling data.

/A Important

If you enable Requester Pays on a bucket, anonymous access to that bucket is not allowed.
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You must authenticate all requests involving Requester Pays buckets. The request authentication
enables Amazon S3 to identify and charge the requester for their use of the Requester Pays bucket.

When the requester assumes an AWS Identity and Access Management (IAM) role before
making their request, the account to which the role belongs is charged for the request. For more
information about IAM roles, see IAM roles in the IAM User Guide.

After you configure a bucket to be a Requester Pays bucket, requesters must show they understand
that they will be charged for the request and for the data download. To show they accept the
charges, requesters must either include x-amz-request-payer as a header in their API request
for DELETE, GET, HEAD, POST, and PUT requests, or add the RequestPayer parameter in their
REST request. For CLI requests, requesters can use the --request-payer parameter.

Example - Using Requester Pays when deleting an object

To use the following DeleteObjectVersion APl example, replace the user input placeholders
with your own information.

DELETE /Key+?versionId=VersionId HTTP/1.1

Host: Bucket.s3.amazonaws.com

x-amz-mfa: MFA

X-amz-request-payer: RequestPayer
x-amz-bypass-governance-retention: BypassGovernanceRetention
x-amz-expected-bucket-owner: ExpectedBucketOwner

If the requester restores objects by using the RestoreObject API, Requester Pays is supported as
long as the x-amz-request-payer header or the RequestPayer parameter are in the request;
however, the requester only pays for the cost of the request. The bucket owner pays the retrieval
charges.

Requester Pays buckets do not support the following:

« Anonymous requests
o SOAP requests

« Using a Requester Pays bucket as the target bucket for end-user logging, or vice versa. However,
you can turn on end-user logging on a Requester Pays bucket where the target bucket is not a
Requester Pays bucket.
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How Requester Pays charges work

The charge for successful Requester Pays requests is straightforward: The requester pays for the
data transfer and the request, and the bucket owner pays for the data storage. However, the bucket
owner is charged for the request under the following conditions:

» The request returns an AccessDenied (HTTP 403 Forbidden) error and the request is initiated
inside the bucket owner's individual AWS account or AWS organization.

« The request is a SOAP request.

For more information about Requester Pays, see the following topics.

Topics

« Configuring Requester Pays on a bucket

» Retrieving the requestPayment configuration using the REST API

« Downloading objects from Requester Pays buckets

Configuring Requester Pays on a bucket

You can configure an Amazon S3 bucket to be a Requester Pays bucket so that the requester pays
the cost of the request and data download instead of the bucket owner.

This section provides examples of how to configure Requester Pays on an Amazon S3 bucket using
the console and the REST API.

Using the S3 console
To enable Requester Pays for an S3 bucket

1. Sign in to the AWS Management Console and open the Amazon S3 console at https://
console.aws.amazon.com/s3/.

In the Buckets list, choose the name of the bucket that you want to enable Requester Pays for.
Choose Properties.

Under Requester pays, choose Edit.

ok W

Choose Enable, and choose Save changes.
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Amazon S3 enables Requester Pays for your bucket and displays your Bucket overview. Under
Requester pays, you see Enabled.

Using the REST API

Only the bucket owner can set the RequestPaymentConfiguration.payer configuration value
of a bucket to BucketOwner (the default) or Requester. Setting the requestPayment resource
is optional. By default, the bucket is not a Requester Pays bucket.

To revert a Requester Pays bucket to a regular bucket, you use the value BucketOwnex. Typically,
you would use BucketOwner when uploading data to the Amazon S3 bucket, and then you would
set the value to Requester before publishing the objects in the bucket.

To set requestPayment

« Use a PUT request to set the Payer value to Requester on a specified bucket.

PUT ?requestPayment HTTP/1.1

Host: [BucketName].s3.amazonaws.com
Content-Length: 173

Date: Wed, @1 Mar 2009 12:00:00 GMT
Authorization: AWS [Signature]

<RequestPaymentConfiguration xmlns="http://s3.amazonaws.com/doc/2006-03-01/">
<Payer>Requester</Payer>
</RequestPaymentConfiguration>

If the request succeeds, Amazon S3 returns a response similar to the following.

HTTP/1.1 200 OK

x-amz-id-2: [id]

x-amz-request-id: [request_id]
Date: Wed, @1 Mar 2009 12:00:00 GMT
Content-Length: @

Connection: close

Server: AmazonS3
x-amz-request-charged:requester
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You can set Requester Pays only at the bucket level. You can't set Requester Pays for specific
objects within the bucket.

You can configure a bucket to be BucketOwner or Requester at any time. However, there might
be a few minutes before the new configuration value takes effect.

(@ Note

Bucket owners who give out presigned URLs should consider carefully before configuring
a bucket to be Requester Pays, especially if the URL has a long lifetime. The bucket owner
is charged each time the requester uses a presigned URL that uses the bucket owner's
credentials.

Retrieving the requestPayment configuration using the REST API

You can determine the Payer value that is set on a bucket by requesting the resource
requestPayment.

To return the requestPayment resource

« Use a GET request to obtain the requestPayment resource, as shown in the following request.

GET ?requestPayment HTTP/1.1

Host: [BucketName].s3.amazonaws.com
Date: Wed, 01 Mar 2009 12:00:00 GMT
Authorization: AWS [Signature]

If the request succeeds, Amazon S3 returns a response similar to the following.

HTTP/1.1 200 OK

x-amz-id-2: [id]

x-amz-request-id: [request_id]
Date: Wed, 01 Mar 2009 12:00:00 GMT
Content-Type: [type]
Content-Length: [length]
Connection: close

Server: AmazonS3

<?xml version="1.0" encoding="UTF-8"7?>
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<RequestPaymentConfiguration xmlns="http://s3.amazonaws.com/doc/2006-03-01/">
<Payer>Requester</Payer>
</RequestPaymentConfiguration>

This response shows that the payer value is set to Requester.

Downloading objects from Requester Pays buckets

Because requesters are charged for downloading data from Requester Pays buckets, the requests
must contain a special parameter, x-amz-request-payer, which confirms that the requester
knows that they will be charged for the download. To access objects in Requester Pays buckets,
requests must include one of the following.

» For DELETE, GET, HEAD, POST, and PUT requests, include x-amz-request-payer
requester in the header

« Forsigned URLs, include x-amz-request-payer=requester in the request

If the request succeeds and the requester is charged, the response includes the header x-amz-
request-charged:requester. If x-amz-request-payer is not in the request, Amazon S3
returns a 403 error and charges the bucket owner for the request.

(® Note

Bucket owners do not need to add x-amz-request-payer to their requests.
Ensure that you have included x-amz-request-payer and its value in your signature
calculation. For more information, see Using an Authorization Header in the Amazon S3 API

Reference .

Using the REST API
To download objects from a Requester Pays bucket

» Use a GET request to download an object from a Requester Pays bucket, as shown in the
following request.

GET / [destinationObject] HTTP/1.1
Host: [BucketName].s3.amazonaws.com
X-amz-request-payer : requester
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Date: Wed, 01 Mar 2009 12:00:00 GMT
Authorization: AWS [Signature]

If the GET request succeeds and the requester is charged, the response includes x-amz-request-
charged:requester.

Amazon S3 can return an Access Denied error for requests that try to get objects from a
Requester Pays bucket. For more information, see Error Responses in the Amazon Simple Storage
Service API Reference.

Using the AWS CLI

To download objects from a Requester Pays bucket using the AWS CLI, you specify --request-
payer requester as part of your get-object request. For more information, see get-object in
the AWS CLI Reference.
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Working with objects in Amazon S3

To store your data in Amazon S3, you work with resources known as buckets and objects. A bucket
is a container for objects. An object is a file and any metadata that describes that file.

To store an object in Amazon S3, you create a bucket and then upload the object to a bucket. When

the object is in the bucket, you can open it, download it, and copy it. When you no longer need an

object or a bucket, you can clean up these resources.

(@ Note

For more information about using the Amazon S3 Express One Zone storage class with

directory buckets, see S3 Express One Zone and Working with directory buckets.

/A Important

In the Amazon S3 console, when you choose Open or Download As for an object, these

operations create presigned URLs. For the duration of five minutes, your object will be

accessible to anyone who has access to these presigned URLs. For more information about

presigned URLs, see Using presigned URLS.

With Amazon S3, you pay only for what you use. For more information about Amazon S3 features

and pricing, see Amazon S3. If you are a new Amazon S3 customer, you can get started with
Amazon S3 for free. For more information, see AWS Free Tier.

Topics

Amazon S3 objects overview

Naming Amazon S3 objects

Working with object metadata

Uploading objects

Add preconditions to S3 operations with conditional requests

Copying, moving, and renaming objects

Downloading objects
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» Checking object integrity in Amazon S3

» Deleting Amazon S3 objects

« Organizing, listing, and working with your objects

« Download and upload objects with presigned URLs

» Transforming objects with S3 Object Lambda

» Performing object operations in bulk with Batch Operations

e Querying data in place with Amazon S3 Select

Amazon S3 objects overview

Amazon S3 is an object store that uses unique key-values to store as many objects as you want.
You store these objects in one or more buckets, and each object can be up to 5 TB in size. An object
consists of the following:

Key

The name that you assign to an object. You use the object key to retrieve the object. For more
information, see Working with object metadata.

Version ID

Within a bucket, a key and version ID uniquely identify an object. The version ID is a string that
Amazon S3 generates when you add an object to a bucket. For more information, see Retaining
multiple versions of objects with S3 Versioning.

Value
The content that you are storing.

An object value can be any sequence of bytes. Objects can range in size from zero to 5 TB. For
more information, see Uploading objects.

Metadata

A set of name-value pairs with which you can store information regarding the object. You can
assign metadata, referred to as user-defined metadata, to your objects in Amazon S3. Amazon
S3 also assigns system-metadata to these objects, which it uses for managing objects. For more
information, see Working with object metadata.
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Subresources

Amazon S3 uses the subresource mechanism to store object-specific additional information.
Because subresources are subordinates to objects, they are always associated with some other
entity such as an object or a bucket. For more information, see Object subresources.

Access control information

You can control access to the objects you store in Amazon S3. Amazon S3 supports both the
resource-based access control, such as an access control list (ACL) and bucket policies, and user-
based access control. For more information about access control, see the following:

¢ Access control in Amazon S3

« Identity and Access Management for Amazon S3

» Configuring ACLs

Your Amazon S3 resources (for example, buckets and objects) are private by default. You must
explicitly grant permission for others to access these resources. For more information about
sharing objects, see Sharing objects with presigned URLs.

Tags

You can use tags to categorize your stored objects, for access control, or cost allocation. For
more information, see Categorizing your storage using tags.

Object subresources

Amazon S3 defines a set of subresources associated with buckets and objects. Subresources are
subordinates to objects. This means that subresources don't exist on their own. They are always
associated with some other entity, such as an object or a bucket.

The following table lists the subresources associated with Amazon S3 objects.
Subresour Description
ce

acl Contains a list of grants identifying the grantees and the permissions granted.
When you create an object, the acl identifies the object owner as having full
control over the object. You can retrieve an object ACL or replace it with an
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Subresour Description
ce

updated list of grants. Any update to an ACL requires you to replace the existing
ACL. For more information about ACLs, see Access control list (ACL) overview.

Naming Amazon S3 objects

The object key (or key name) uniquely identifies the object in an Amazon S3 bucket. When you
create an object, you specify the key name. For example, on the Amazon S3 console, when you
select a bucket, a list of objects in your bucket appears. These names are the object keys.

The object key name is a sequence of Unicode characters with UTF-8 encoding of up to 1,024 bytes
long. Object key names are case sensitive. The following section will provide limitations on object
key names and guidance on choosing key names.

(@ Note

Object key names with the value "soap" aren't supported for virtual-hosted-style requests.

For object key name values where "soap" is used, a path-style URL must be used instead.

Choosing object key names

The Amazon S3 data model is a flat structure: You create a bucket, and the bucket stores objects.
There is no hierarchy of subbuckets or subfolders. However, you can infer logical hierarchy using
key name prefixes and delimiters as the Amazon S3 console does. The Amazon S3 console supports
a concept of folders. For more information about how to edit metadata from the Amazon S3
console, see Editing object metadata in the Amazon S3 console.

Suppose that your bucket (admin-created) has four objects with the following object keys:
Development/Projects.xls

Finance/statementl.pdf

Private/taxdocument.pdf

s3-dg.pdf
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The console uses the key name prefixes (Development/, Finance/, and Private/) and delimiter
('/") to present a folder structure. The s3-dg. pdf key does not have a prefix, so its object appears
directly at the root level of the bucket. If you open the Development/ folder, you see the
Projects.xlsx objectin it.

« Amazon S3 supports buckets and objects, and there is no hierarchy. However, by using prefixes
and delimiters in an object key name, the Amazon S3 console and the AWS SDKs can infer
hierarchy and introduce the concept of folders.

« The Amazon S3 console implements folder object creation by creating a zero-byte object with
the folder prefix and delimiter value as the key. These folder objects don't appear in the console.
Otherwise they behave like any other objects and can be viewed and manipulated through the
REST API, AWS CLI, and AWS SDKs.

Object key naming guidelines

You can use any UTF-8 character in an object key name. However, using certain characters in key
names can cause problems with some applications and protocols. The following guidelines help
you maximize compliance with DNS, web-safe characters, XML parsers, and other APIs.

Safe characters

The following character sets are generally safe for use in key names.

Alphanumeric characters « 0-9
e a-z
e A-Z

Special characters » Exclamation point (!)
« Hyphen (-)

« Underscore (_)

« Period (.)

« Asterisk (*)
 Single quote (')

« Open parenthesis (()

 Close parenthesis ())
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The following are examples of valid object key names:

e 4my-organization
« my.great_photos-2014/jan/myvacation. jpg
e videos/2014/birthday/videol.wmv

(® Note

Objects with key names ending with period(s) "." downloaded using the Amazon S3 console
will have the period(s) "." removed from the key name of the downloaded object. To
download an object with the key name ending in period(s) "." retained in the downloaded
object, you must use the AWS Command Line Interface (AWS CLI), AWS SDKs, or REST API.
In addition, be aware of the following prefix limitations:

» Objects with a prefix of "./" must be uploaded or downloaded with the AWS Command
Line Interface (AWS CLI), AWS SDKs, or REST API. You cannot use the Amazon S3 console.

» Obiject keys containing relative path elements ("../") are valid if, when parsed left-to-
right, the cumulative count of relative path segments never exceeds the number of non-
relative path elements encountered. This rule applies to all requests using the Amazon S3
console, Amazon S3 REST API, AWS Command Line Interface (AWS CLI), and AWS SDKs.

For example:
e videos/2014/../../videol.wmv is valid.
e videos/../../videol.wmv is invalid.

e videos/../../2014/videol.wmv is invalid.

Characters that might require special handling

The following characters in a key name might require additional code handling and likely need
to be URL encoded or referenced as HEX. Some of these are non-printable characters that your
browser might not handle, which also requires special handling:

o Ampersand ("&")
« Dollar ("$")
« ASCII character ranges 00-1F hex (0-31 decimal) and 7F (127 decimal)
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'At' symbol ("@")

Equals ("=")

Semicolon (";")

Forward slash ("/")

Colon (":")

Plus ("+")

Space - Significant sequences of spaces might be lost in some uses (especially multiple spaces)
Comma (",")

Question mark ("?")

Characters to avoid

We recommend that you don't use the following characters in a key name because of significant

special character handling, which isn't consistent across all applications.

Backslash ("\")

Left curly brace ("{")
Non-printable ASCII characters (128-255 decimal characters)
Caret ("A")

Right curly brace ("}")
Percent character ("%")
Grave accent / back tick ("")
Right square bracket ("]")
Quotation marks

'Greater Than' symbol (">"
Left square bracket ("[")
Tilde ("~")

'Less Than' symbol ("<")
'Pound' character ("#")

Vertical bar / pipe ("]")
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XML related object key constraints

As specified by the XML standard on end-of-line handling, all XML text is normalized such that
single carriage returns (ASCIl code 13) and carriage returns immediately followed by a line feed
(ASCII code 10) are replaced by a single line feed character. To ensure the correct parsing of object
keys in XML requests, carriage returns and other special characters must be replaced with their
equivalent XML entity code when they are inserted within XML tags. The following is a list of such

special characters and their equivalent entity codes:

'as &apos;

" as &quot;

& as &amp;

<as&lt;

> as &gt;

\r as &#13; or &#x0D;

\n as &#10; or &#x0A;

Example

The following example illustrates the use of an XML entity code as a substitution for a carriage
return. This DeleteObjects request deletes an object with the key parameter: /some/prefix/
objectwith\rcarriagereturn (where the \r is the carriage return).

<Delete xmlns="http://s3.amazonaws.com/doc/2006-03-01/">
<Object>
<Key>/some/prefix/objectwith&#13;carriagereturn</Key>
</0bject>
</Delete>

Working with object metadata

There are two kinds of object metadata in Amazon S3: system-defined metadata and user-defined
metadata. System-defined metadata includes metadata such as the object's creation date, size, and
storage class. User-defined metadata is metadata that you can choose to set at the time that you
upload an object. This user-defined metadata is a set of name-value pairs. For more information,
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see the section called “System-defined object metadata” and the section called “User-defined

object metadata”.

When you create an object, you specify the object key (or key name), which uniquely identifies the
object in an Amazon S3 bucket. For more information, see Naming Amazon S3 objects. You can

also set user-defined metadata in Amazon S3 at the time that you upload the object.

After you upload the object, you can't modify this user-defined metadata. The only way to modify
this metadata is to make a copy of the object and set the metadata. For more information about
editing metadata by using the Amazon S3 console, see Editing object metadata in the Amazon S3

console.
Query your metadata and accelerate data discovery with S3 Metadata

To easily find, store, and query metadata for your S3 objects, you can use S3 Metadata. With S3
Metadata, you can quickly prepare data for use in business analytics, content retrieval, artificial
intelligence and machine learning (Al/ML) model training, and more.

S3 Metadata accelerates data discovery by automatically capturing metadata for the objects in
your general purpose buckets and storing it in read-only, fully managed Apache Iceberg tables
that you can query. These read-only tables are called metadata tables. As objects are added to,
updated, and removed from your general purpose buckets, S3 Metadata automatically refreshes
the corresponding metadata tables to reflect the latest changes.

By default, S3 Metadata provides system-defined object metadata, such as an object's creation

time and storage class, and custom metadata, such as tags and user-defined metadata that was

included during object upload. S3 Metadata also provides event metadata, such as when an object
is updated or deleted, and the AWS account that made the request.

Metadata tables are stored in S3 table buckets, which provide storage that's optimized for tabular
data. To query your metadata, you can integrate your table bucket with AWS analytics services,
such as Amazon Athena, Amazon Redshift, and Amazon QuickSight.

For more information about S3 Metadata, see the section called “Accelerating data discovery”.

® Note

The S3 Metadata feature is in preview release for Amazon S3 and is subject to change.
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System-defined object metadata

For each object stored in a bucket, Amazon S3 maintains a set of system metadata. Amazon S3
processes this system metadata as needed. For example, Amazon S3 maintains object-creation date
and size metadata, using this information as part of object management.

There are two categories of system metadata:

« System controlled — Metadata such as the object-creation date is system controlled, which
means that only Amazon S3 can modify the date value.

« User controlled — Other system metadata, such as the storage class configured for the object
and whether the object has server-side encryption enabled, are examples of system metadata
whose values you control. If your bucket is configured as a website, sometimes you might want
to redirect a page request either to another page or an external URL. In this case, a webpage is
an object in your bucket. Amazon S3 stores the page redirect value as system metadata, which
you can control.

When you create objects, you can configure the values of these system metadata items or update
the values when you need to. For more information about storage classes, see Understanding

and managing Amazon S3 storage classes.

Amazon S3 uses AWS KMS keys to encrypt your Amazon S3 objects. AWS KMS encrypts only
the object data. The checksum and the specified algorithm are stored as part of the object's
metadata. If server-side encryption is requested for the object, then the checksum is stored in
encrypted form. For more information about server-side encryption, see Protecting data with

encryption.

® Note

The PUT request header is limited to 8 KB in size. Within the PUT request header, the
system-defined metadata is limited to 2 KB in size. The size of system-defined metadata is
measured by taking the sum of the number of bytes in the US-ASCII encoding of each key
and value.

The following table provides a list of system-defined metadata and whether you can update it.
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Name Description Can user
modify the
value?

Date The current date and time. No
Cache-Control A general header field used to specify caching policies. Yes
Content-D Object presentational information. Yes
isposition
Content-Length The object size in bytes. No
Content-Type The object type. Yes
Last-Modified The object creation date or the last modified date, No

whichever is the latest. For multipart uploads, the object

creation date is the date of initiation of the multipart

upload.
ETag An entity tag (ETag) that represents a specific version No

of an object. For objects that are not uploaded as

a multipart upload and are either unencrypted or

encrypted by server-side encryption with Amazon S3

managed keys (SSE-S3), the ETag is an MD5 digest of

the data.
X-amz-server- A header that indicates whether server-side encryption Yes
side-encryptio is enabled for the object, and whether that encryption
n is using the AWS Key Management Service (AWS KMS)

keys (SSE-KMS) or using Amazon S3 managed encryptio

n keys (SSE-S3). For more information, see Protecting

data with server-side encryption.
x-amz-che Headers that contain the checksum or digest of the No
cksum-crc object. At most, one of these headers will be set at a

64nvme , x-amz-
checksum-crc

time, depending on the checksum algorithm that you
instruct Amazon S3 to use. For more information about

System-defined object metadata
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Name

32 , x-amz-che
cksum-crc

32c , x-amz-che
cksum-shal , x-
amz-checksum-
sha256

x-amz-che
cksum-type

X-amz-version-
id

x-amz-delete-
marker

X-amz-storage-
class

X-amz-website-
redirect-loca
tion

X-amz-server-
side-encryptio
n-aws-kms-
key-id

Description

choosing the checksum algorithm, see Checking object

integrity in Amazon S3.

The checksum type, which determines how part-leve
L checksums are combined to create an object-level
checksum for multipart objects.

The object version. When you enable versioning on a
bucket, Amazon S3 assigns a version ID to objects added
to the bucket. For more information, see Retaining
multiple versions of objects with S3 Versioning.

A Boolean marker that indicates whether the object is a
delete marker. This marker is used only in buckets that
have versioning enabled,

The storage class used for storing the object. For more
information, see Understanding and managing Amazon
S3 storage classes.

A header that redirects requests for the associated
object to another object in the same bucket or to an
external URL. For more information, see (Optional)
Configuring a webpage redirect.

A header that indicates the ID of the AWS KMS
symmetric encryption KMS key that was used to encrypt
the object. This header is used only when the x-amz-
server-side-encryption header is present and

has the value of aws : kms.

Can user
modify the
value?

Yes

No

No

Yes

Yes

Yes

System-defined object metadata
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Name Description Can user
modify the
value?

X-amz-server- A header that indicates whether server-side encryptio Yes

side-encryptio n with customer-provided encryption keys (SSE-C) is

n-customer- enabled. For more information, see Using server-side

algorithm encryption with customer-provided keys (SSE-C).

x-amz-tagging The tag-set for the object. The tag-set must be encoded  Yes

as URL Query parameters.

User-defined object metadata

When uploading an object, you can also assign metadata to the object. You provide this optional
information as a name-value (key-value) pair when you send a PUT or POST request to create the
object. When you upload objects using the REST API, the optional user-defined metadata names
must begin with x-amz-meta- to distinguish them from other HTTP headers. When you retrieve
the object using the REST API, this prefix is returned. When you upload objects using the SOAP API,
the prefix is not required. When you retrieve the object using the SOAP API, the prefix is removed,
regardless of which API you used to upload the object.

(® Note

SOAP support over HTTP is deprecated, but SOAP is still available over HTTPS. New
Amazon S3 features are not supported for SOAP. Instead of using SOAP, we recommend
that you use either the REST API or the AWS SDKs.

When metadata is retrieved through the REST API, Amazon S3 combines headers that have the
same name (ignoring case) into a comma-delimited list. If some metadata contains unprintable
characters, it is not returned. Instead, the x-amz-missing-meta header is returned with a value
of the number of unprintable metadata entries. The HeadObject action retrieves metadata from
an object without returning the object itself. This operation is useful if you're only interested in an
object's metadata. To use HEAD, you must have READ access to the object. For more information,
see HeadObject in the Amazon Simple Storage Service API Reference.
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User-defined metadata is a set of key-value pairs. Amazon S3 stores user-defined metadata keys in
lowercase.

Amazon S3 allows arbitrary Unicode characters in your metadata values.

To avoid issues related to the presentation of these metadata values, you should conform to using
US-ASCII characters when using REST and UTF-8 when using SOAP or browser-based uploads
through POST.

When using non-US-ASCII characters in your metadata values, the provided Unicode string is
examined for non-US-ASCII characters. Values of such headers are character decoded as per RFC
2047 before storing and encoded as per RFC 2047 to make them mail-safe before returning. If the
string contains only US-ASCII characters, it is presented as is.

The following is an example.

PUT /Key HTTP/1.1
Host: amzn-s3-demo-bucket.s3.amazonaws.com
x-amz-meta-nonascii: AMAZON S3

HEAD /Key HTTP/1.1
Host: amzn-s3-demo-bucket.s3.amazonaws.com
x-amz-meta-nonascii: =?UTF-8?B?w4PChE3Dg8KEWsODwpXDg8KRIFMz?=

PUT /Key HTTP/1.1
Host: amzn-s3-demo-bucket.s3.amazonaws.com
x-amz-meta-ascii: AMAZONS3

HEAD /Key HTTP/1.1
Host: amzn-s3-demo-bucket.s3.amazonaws.com
x-amz-meta-ascii: AMAZONS3

® Note

The PUT request header is limited to 8 KB in size. Within the PUT request header, the user-
defined metadata is limited to 2 KB in size. The size of user-defined metadata is measured
by taking the sum of the number of bytes in the UTF-8 encoding of each key and value.

User-defined object metadata API Version 2006-03-01 153


https://datatracker.ietf.org/doc/html/rfc2047
https://datatracker.ietf.org/doc/html/rfc2047
https://datatracker.ietf.org/doc/html/rfc2047

Amazon Simple Storage Service User Guide

For information about changing the metadata of your object after it has been uploaded by creating
a copy of the object, modifying it, and replacing the old object, or creating a new version, see
Editing object metadata in the Amazon S3 console.

Editing object metadata in the Amazon S3 console

You can use the Amazon S3 console to edit metadata for existing S3 objects by using the Copy
action. To edit metadata, you copy objects to the same destination and specify the new metadata
you want to apply, which replaces the old metadata for the object. Some metadata is set by
Amazon S3 when you upload the object. For example, Content-Length and Last-Modified are
system-defined object metadata fields that can't be modified by a user.

You can also set user-defined metadata when you upload the object and replace it as your needs
change. For example, you might have a set of objects that you initially store in the STANDARD
storage class. Over time, you may no longer need this data to be highly available. So, you can
change the storage class to GLACIER by replacing the value of the x-amz-storage-class key
from STANDARD to GLACIER.

(® Note

Consider the following when you are replacing object metadata in Amazon S3:

» You must specify existing metadata you want to retain, metadata you want to add, and
metadata you want to edit.

« If your object is less than 5 GB, you can use the Copy action in the S3 console to replace
object metadata. If your object is greater than 5 GB, you can replace the object metadata
when you copy an object with multipart upload by using the AWS CLI or AWS SDKs. For
more information, see Copying an object using multipart upload.

 For a list of additional permissions required to replace metadata, see the section called

“Required permissions for S3 APl operations”. For example policies that grant this

permission, see the section called “ldentity-based policy examples”.

 This action creates a copy of the object with updated settings and the last-modified
date. If S3 Versioning is enabled, a new version of the object is created, and the existing
object becomes an older version. If S3 Versioning isn't enabled, a new copy of the object
replaces the original object. The AWS account associated with the IAM role that changes
the property also becomes the owner of the new object or (object version).

« Editing metadata replaces values for existing key names.
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» Obijects that are encrypted with customer-provided encryption keys (SSE-C) can't be

copied by using the console. You must use the AWS CLI, AWS SDK, or the Amazon S3
REST API.

When copying an object by using the Amazon S3 console, you might receive the error
message "Copied metadata can't be verified." The console uses headers to retrieve and
set metadata for your object. If your network or browser configuration modifies your
network requests, this behavior might cause unintended metadata (such as modified
Cache-Control headers) to be written to your copied object. Amazon S3 can't verify
this unintended metadata.

To address this issue, check your network and browser configuration to make sure it
doesn't modify headers, such as Cache-Control. For more information, see The Shared
Responsibility Model.

/A Warning

When replacing metadata for folders, wait for the Copy action to finish before adding new
objects to the folder. Otherwise, new objects might also be edited.

The following topics describe how to replace metadata for an object by using the Copy action in
the Amazon S3 console.

Replacing system-defined metadata

You can replace some system-defined metadata for an S3 object. For a list of system-defined

metadata and values that you can modify, see System-defined object metadata.

To replace system-defined metadata of an object

1.

Sign in to the AWS Management Console and open the Amazon S3 console at https://
console.aws.amazon.com/s3/.

In the navigation pane, choose Buckets, and then choose the General purpose buckets or
Directory buckets tab. Navigate to the Amazon S3 bucket or folder that contains the objects
you want to change.

Select the check box for the objects you want to change.
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4. On the Actions menu, choose Copy from the list of options that appears.

5. To specify the destination path, choose Browse S3, navigate to the same destination as the
source objects, and select the destination check box. Choose Choose destination in the lower-
right corner.

Alternatively, enter the destination path.

6. If you do not have bucket versioning enabled, you will see a warning recommending you
enable Bucket Versioning to help protect against unintentionally overwriting or deleting
objects. If you want to keep all versions of objects in this bucket, select Enable Bucket
Versioning. You can also view the default encryption and Object Lock properties in
Destination details.

7. Under Additional copy settings, choose Specify settings to specify settings for Metadata.
8. Scroll to the Metadata section, and then choose Replace all metadata.

9. Choose Add metadata.

10. For metadata Type, select System-defined.

11. Specify a unique Key and the metadata Value.

12. To edit additional metadata, choose Add metadata. You can also choose Remove to remove a
set of type-key-values.

13. Choose Copy. Amazon S3 saves your metadata changes.

Replacing user-defined metadata

You can replace user-defined metadata of an object by combining the metadata prefix, x-amz-
meta-, and a name you choose to create a custom key. For example, if you add the custom name
alt-name, the metadata key would be x-amz-meta-alt-name.

User-defined metadata can be as large as 2 KB total. To calculate the total size of user-defined
metadata, sum the number of bytes in the UTF-8 encoding for each key and value. Both keys and
their values must conform to US-ASCII standards. For more information, see User-defined object

metadata.
To replace user-defined metadata of an object

1. Sign in to the AWS Management Console and open the Amazon S3 console at https://
console.aws.amazon.com/s3/.
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2. Inthe navigation pane, choose Buckets, and then choose the General purpose buckets or
Directory buckets tab. Navigate to the Amazon S3 bucket or folder that contains the objects
you want to change.

Select the check box for the objects you want to change.
4. On the Actions menu, choose Copy from the list of options that appears.

To specify the destination path, choose Browse S3, navigate to the same destination as the
source objects, and select the destination check box. Choose Choose destination.

Alternatively, enter the destination path.

6. If you do not have bucket versioning enabled, you will see a warning recommending you
enable Bucket Versioning to help protect against unintentionally overwriting or deleting
objects. If you want to keep all versions of objects in this bucket, select Enable Bucket
Versioning. You can also view the default encryption and Object Lock properties in
Destination details.

7. Under Additional copy settings, choose Specify settings to specify settings for Metadata.
8. Scroll to the Metadata section, and then choose Replace all metadata.

9. Choose Add metadata.

10. For metadata Type, choose User-defined.

11. Enter a unique custom Key following x-amz-meta-. Also enter a metadata Value.

12. To add additional metadata, choose Add metadata. You can also choose Remove to remove a
set of type-key-values.

13. Choose Copy. Amazon S3 saves your metadata changes.

Accelerating data discovery with S3 Metadata

(® Note

The S3 Metadata feature is in preview release for Amazon S3 and is subject to change.

Amazon S3 Metadata accelerates data discovery by automatically capturing metadata for the
objects in your general purpose buckets and storing it in read-only, fully managed Apache Iceberg
tables that you can query. These read-only tables are called metadata tables. As objects are added
to, updated, and removed from your general purpose buckets, S3 Metadata automatically refreshes
the corresponding metadata tables to reflect the latest changes.
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By default, S3 Metadata provides three types of metadata:

« System-defined metadata, such as an object's creation time and storage class

« Custom metadata, such as tags and user-defined metadata that was included during object
upload

« Event metadata, such as when an object is updated or deleted, and the AWS account that made
the request

For details about what data is stored in metadata tables, see the section called “Metadata tables
schema”.

With S3 Metadata, you can easily find, store, and query metadata for your S3 objects, so that you
can quickly prepare data for use in business analytics, content retrieval, artificial intelligence and
machine learning (Al/ML) model training, and more.

Metadata tables are stored in S3 table buckets, which provide storage that's optimized for tabular
data. To easily query your metadata, you can integrate your table bucket with AWS Glue Data
Catalog. After your table bucket is integrated with AWS Glue Data Catalog, you can directly

query your metadata tables with query engines such as Amazon Athena, Amazon EMR, Amazon
Redshift, Apache Spark, and Apache Trino. You can also query your metadata tables with any other
application that supports the Apache Iceberg format. To create dashboards from your metadata
tables, use Amazon QuickSight.

For S3 Metadata pricing, see Amazon S3 Pricing.

How metadata tables work

Metadata tables are managed by Amazon S3, and can't be modified by any IAM principal outside of
Amazon S3 itself. (You can, however, delete your metadata tables.) As a result, metadata tables are
read-only, which helps ensure that they correctly reflect the contents of your bucket.

To keep your Apache Iceberg metadata tables performing at their best, Amazon S3 performs
periodic maintenance activities on your tables, such as compaction and unreferenced file removal.
These maintenance activities help to both minimize the cost of storing your metadata tables and
optimize query performance. This table maintenance happens automatically, requiring no opt-in
or ongoing management by you. However, if needed, you can configure these table maintenance
activities. For more information, see Table bucket maintenance.
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® Note

S3 Metadata is designed to continuously append to the metadata table as you make
changes to your general purpose bucket. Each update creates a snapshot—a new version
of the metadata table. Because of the read-only nature of the metadata table, you can't
delete records in the metadata table. You also can't use the snapshot expiration capability
of S3 Tables to expire old snapshots of your metadata table.

To help minimize your costs, you can periodically delete your metadata table configuration
and your metadata tables, and then recreate them. For more information, see the section
called "Deleting metadata table configurations” and the section called “Deleting metadata
tables".

To generate and store object metadata in an S3 managed metadata table, you create a metadata
table configuration for your general purpose bucket. Amazon S3 is designed to continuously
update the metadata table to reflect the latest changes to your data as long as the configuration is
active on the bucket.

To create a metadata table configuration, you must make sure that you have the necessary AWS
Identity and Access Management (IAM) permissions to create and manage metadata tables. For
more information, see the section called “Permissions for metadata tables”. You must also create
or specify an S3 table bucket to store your metadata table in. This table bucket must be in the
same AWS Region and account as your general purpose bucket. For more information about
creating table buckets, see Creating table buckets.

® Note

S3 Metadata doesn't apply to any objects that already existed in your general purpose
bucket before you created your metadata table configuration. In other words, S3 Metadata
only captures metadata for change events (such as uploads, updates, and deletes) that
happen after you have created your metadata table configuration.

To monitor updates to your metadata table configuration, you can use AWS CloudTrail. For more
information, see the section called "Amazon S3 bucket-level actions that are tracked by CloudTrail
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« Metadata table limitations and restrictions

+ S3 Metadata tables schema

» Configuring metadata tables

» Querying metadata tables

Metadata table limitations and restrictions

(® Note

The S3 Metadata feature is in preview release for Amazon S3 and is subject to change.

Before creating a metadata table configuration, be aware of the following limitations and
restrictions:

» S3 Metadata is currently available only in the US East (N. Virginia), US East (Ohio), and US West
(Oregon) Regions.

» S3 Metadata supports all storage classes, except for the following:
» The S3 Express One Zone storage class

» The S3 One Zone-Infrequent Access (S3 One Zone-lA; Z-IA) storage class in directory buckets in
Local Zones

(® Note

For the S3 Intelligent-Tiering storage class, the specific tier isn't shown in the metadata
table.

» To create a metadata table configuration, you must create or specify an S3 table bucket to store
your metadata table in. This table bucket must be in the same AWS Region and AWS account as
your general purpose bucket.

» S3 Metadata isn't supported for directory buckets or table buckets. You can create metadata
table configurations only for general purpose buckets.

» S3 Metadata doesn't apply to any objects that already existed in your general purpose bucket
before you created your metadata table configuration. In other words, S3 Metadata only
captures metadata for change events (such as uploads, updates, and deletes) that happen after
you have created your metadata table configuration.
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S3 Metadata is designed to continuously append to the metadata table as you make changes to
your general purpose bucket. Each update creates a snapshot—a new version of the metadata
table. Because of the read-only nature of the metadata table, you can't delete records in the
metadata table. You also can't use the snapshot expiration capability of S3 Tables to expire old
snapshots of your metadata table.

To help minimize your costs, you can periodically delete your metadata table configuration and
your metadata tables, and then recreate them. For more information, see the section called
“Deleting metadata table configurations” and the section called “Deleting metadata tables”.

When you're creating or updating table bucket or table policies, make sure that you don't restrict
Amazon S3 from writing to your table bucket or your metadata table. If Amazon S3 is unable

to write to your table bucket or your metadata table, you must create a new metadata table by
deleting your metadata table configuration and your metadata table, and then creating a new
configuration.

Before you can delete a metadata table, you must first delete the associated metadata table
configuration on your general purpose bucket.

You can create a metadata table configuration only for an entire general purpose bucket. You
can't apply a metadata table configuration at the prefix level.

You can't pause and resume updates to a metadata table. Instead, you can stop a metadata table
from updating by deleting its associated metadata table configuration. To start receiving updates
again, you must create a new metadata table configuration, which creates a new metadata table.

Metadata tables don't contain all the same metadata as is available through S3 Inventory or
through the Amazon S3 REST API. For example, the following information isn't available in
metadata tables:

» S3 Lifecycle expiration or transition status

» Obiject Lock retention period or governance mode
» Obiject access control list (ACL) information

» Replication status

You can't adjust the partitioning or sorting for metadata tables. As a result, some queries might
require table scans and therefore might be less efficient.
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S3 Metadata tables schema

(® Note

The S3 Metadata feature is in preview release for Amazon S3 and is subject to change.

Amazon S3 metadata tables contain rows and columns. Each row represents a mutation event that
has created, updated, or deleted an object in your general purpose bucket. Most of these events
are the result of various user actions, but some of these events are the result of actions taken by
Amazon S3 on your behalf, such as S3 Lifecycle expirations or storage class transitions.

S3 Metadata is an event-processing pipeline that is designed to keep the metadata table eventually
consistent with what changes have occurred in your general purpose bucket. Be aware that by the
time that S3 Metadata is notified that an object is created or updated, that object might already
have been overwritten or deleted in the bucket. By default, a table row is created for each S3
bucket operation. However, if any object metadata is deleted or overwritten, or objects can no

longer be retrieved, some columns might show a NULL value to indicate any missing metadata
schema.

The following is an example of a metadata table for a general purpose bucket named amzn-s3-
demo-bucket:

bucket key sequence_number
record_type
record_timestamp version_id is_delete_marker size last_modified_date
e_tag storage_class is_multipart encryption_status

is_bucket_key_enabled kms_key_azrn
checksum_algorithm object_tags user_metadata

requester source_ip_address request_id
amzn-s3-demo-bucket Finance/statementl. pdf
80e737d8b4d82f776affffffffffffffff006737d8b4d82f776a00000000000000000000000000000000000000000C

CREATE 2024-11-15 23:26:44.899 FALSE
6223 11/15/2024 23:26 e131b86632dda753aac4018f72192b83 STANDARD
FALSE SSE-KMS FALSE arn:aws:kms:us-
east-1:111122223333:key/1234abcd-12ab-34cd-56ef-1234567890df  SSECRC32 {3
{count -> Asia, customs -> false, family -> true, location -> Mary, name ->
football, user -> United States} 111122223333 192.0.2.1
CVK8FWYRW@OM9IW65
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amzn-s3-demo-bucket s3-dg.pdf
80e737d8b4e39f1ldbdffffffffffffffff006737d8b4e39f1dbd00000000000000000000000000000000000000000¢
CREATE 2024-11-15 23:26:44.942 FALSE
3554  11/15/2024 23:26 9bb49efc2d92c05558ddffbbde8636d5 STANDARD
FALSE DSSE-KMS FALSE arn:aws:kms:us-
east-1:936810216292:key/0@dcebce6-49fd-4cae-b2e2-5512ad281afd  SSESHA1l {3
{}
111122223333 192.0.2.1
CVKAQDRAZEG7KXAY
amzn-s3-demo-bucket Development/Projects.xls
80e737d8b4ed9ac5coffffffffffffffff006737d8bsed9ac5c600000000000000000000000000000000000000000¢

CREATE 2024-11-15 23:26:44.966 FALSE 7746
11/15/2024 23:26 729a6863e47fb9955b31bfabce984908 STANDARD FALSE
SSE-S3 FALSE NULL
SSECRC32 {} {count -> Asia,
customs -> Canada, family -> Billiards, filter -> true, location -> Europe, name ->
Asia, user -> United States} 111122223333 192.0.2.1 CVK7Z6XQTQ90BSRV

Metadata tables have the following schema:

Column name Required? Data type

bucket Yes String The general purpose
bucket name. For
more information,
see the section called

“Naming rules”.

key Yes String The object key name
(or key) that uniquely
identifies the object
in the bucket. For
more information,
see the section called

“Naming objects”.

sequence_number Yes String The sequence
number, which is
an ordinal that's
included in the
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Column name Required? Data type

records for a given
object. To order
records of the same
bucket and key,

you can sort on
sequence_number
For a given bucket
and key, a lexicogra
phically larger
sequence_number
value implies that the
record was introduce
d to the bucket more
recently.
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Column name

record_type

Required?

Yes

Data type

String

The type of this
record, one of
CREATE, UPDATE_ME
TADATA , or DELETE.

CREATE records
indicate that a new
object (or a new
version of the object)
was written to the
bucket.

UPDATE_METADATA
records capture
changes to mutable
metadata for an
existing object, such
as the storage class
or tags.

DELETE records
indicate that this
object (or this version
of the object) has
been deleted. When
versioning is enabled,
DELETE records
represent either a
delete marker or a
permanent delete.
Delete markers have
arecord_type
value of DELETE

and an is_delete
_marker value of
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Column name Required? Data type

True. Permanent
delete records have
null values in all
other columns
except bucket, key,
sequence_number ,
record_ty

pe ,record_ti
mestamp , and
version_id . For
more information,
see the section called

“Deleting object

versions”.

record_ti Yes Timestamp NTZ (no The timestamp that's
mestamp time zone) associated with this
record.
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Column name

version_id

Required?

No

Data type

String

The object's version
ID. When you enable
versioning on a
bucket, Amazon S3
assigns a version
number to objects
that are added to
the bucket. For more
information, see

the section called

“Retaining multiple

versions of objects".

Objects that are
stored in your bucket
before you set the
versioning state have
a version ID of null.
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Column name Required? Data type
is_delete No Boolean The object's delete
_marker marker status. If the

object is a delete
marker, this value

is True. Otherwise,
it's False. For more
information, see

the section called
“Working with delete
markers”.

(® Note

Rows that
are added
for delete
markers have
arecord_ty
pe value of
DELETE, not
UPDATE_ME
TADATA . If
the delete
marker is
created as the
result of an
S3 Lifecycle
expiratio
n, the
requester
value is
s3.amazon
aws.com .
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Column name

size

last_modi
fied_date

Required?

No

No

Data type

Long

Timestamp NTZ (no
time zone)

The object size in
bytes, not including
the size of incomplet
e multipart uploads
or object metadata.
If is_delete
_marker isTrue,
the size is @. For more
information, see

the section called
“System-defined
object metadata”.

The object creation
date or the last
modified date,
whichever is the
latest. For multipart
uploads, the object
creation date is
the date when the
multipart upload is
initiated. For more
information, see
the section called
“System-defined
object metadata”.
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Column name Required? Data type

e_tag No String The entity tag (ETag),
which is a hash of
the object. The ETag
reflects changes
only to the contents
of an object, not
to its metadata.
The ETag can be an
MD5 digest of the
object data. Whether
the ETag is an MD5
digest depends on
how the object was
created and how it's
encrypted. For more
information, see
Object in the Amazon
S3 API Reference.
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Column name

storage_class

is_multipart

Required?

No

No

Data type

String

Boolean

The storage class
that's used for
storing the object.
One of STANDARD,
REDUCED_R
EDUNDANCY

, STANDARD_
IA , ONEZONE_I
A , INTELLIGE
NT_TIERIN
G , GLACIER,
DEEP_ARCHIVE , or
GLACIER_IR . For
more information,
see the section called

“Understanding and

managing storage

classes”.

The object's upload
type. If the object
was uploaded as a
multipart upload,
this value is True.
Otherwise, it's
False. For more
information, see the
section called “Using

multipart upload”.
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Column name

encryptio
n_status

Required?

No

Data type

String

The object's server-si
de encryption status,
depending on what
kind of encryption
key is used: server-
side encryption with
Amazon S3 managed
keys (SSE-S3), server-
side encryption with
AWS Key Managemen
t Service (AWS KMS)
keys (SSE-KMS), dual-
layer server-side
encryption with AWS
KMS keys (DSSE-
KMS), or server-si

de encryption with
customer-provided
keys (SSE-C). If the
object is unencrypt
ed, this value is null.
Possible values are
SSE-S3, SSE-KMS,
DSSE-KMS, SSE-

C, or null. For more
information, see the
section called “Data

encryption”.
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Column name

is_bucket
_key_enabled

Required?

No

Data type

Boolean

The object's

S3 Bucket Key
enablement status.
If the object uses an
S3 Bucket Key for
SSE-KMS, this value
is True. Otherwise,
it's False. For more
information, see
the section called

“Configuring an S3

Bucket Key for an
object”.
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Column name

kms_key_arn

Required?

No

Data type

String

The Amazon
Resource Name (ARN)
for the KMS key with
which the object is
encrypted, for rows
where encryptio
n_status is SSE-
KMS or DSSE -KMS.

If the object isn't
encrypted with SSE-
KMS or DSSE-KMS,
the value is null. For
more information,
see the section called
“KMS keys stored in
AWS KMS (SSE-KMS)”
and the section called

“Dual-layer server-si

de encryption (DSSE-
KMS)".

@ Note

If a row
represent

s an object
version that
no longer
existed at
the time that
a delete or
overwrite
event was
processed,
kms_key_a
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Column name

checksum_
algorithm

Required?

No

Data type

String

rn contains
a null value,
even if the
encryptio
n_status
column value
is SSE-KMS or
DSSE-KMS.

The algorithm
that's used to create
the checksum for
the object, one of
CRC64-NVME ,
CRC32, CRC32C,
SHA1, or SHA256.

If no checksum is
present, this value
is null. For more
information, see the
section called “Using

supported checksum
algorithms”.
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Column name

object_tags

Required?

No

Data type

Map <String, String>

The object tags that
are associated with
the object. Object
tags are stored as
a map of key-value
pairs. If an object
has no object tags,
an empty map ({})
is stored. For more
information, see
the section called

“Categorizing objects
with tags”

(® Note

If the
record_ty
pe valueis
DELETE, the
object_ta
gs column
contains

a null
value. If the
record_ty
pe valueis
CREATE or
UPDATE_ME
TADATA ,
rows that
represent
object
versions that
no longer
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Column name Required? Data type

existed at

the time that
a delete or
overwrite
event was
processed will
contain a null
value in the
object_ta
gs column.
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Column name Required? Data type

user_metadata No Map <String, String>  The user metadata
that's associated
with the object. User
metadata is stored as
a map of key-value
pairs. If an object has
no user metadata,
an empty map ({})
is stored. For more
information, see
the section called

“User-defined object

metadata”.

(® Note

If the
record_ty
pe valueis
DELETE, the
user_meta
data
column
contains

a null

value. If the
record_ty
pe valueis
CREATE or
UPDATE_ME
TADATA ,
rows that
represent
object
versions that
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Column name Required? Data type

no longer
existed at
the time that
a delete or
overwrite
event was
processed will
contain a null
value in the
user_meta
data
column.

requester No String The AWS account
ID of the requester
or the AWS service
principal that made
the request.

source_ip No String The source IP address

_address of the request. For
records that are
generated by a user
request, this column
contains the source
IP address of the
request. For actions
taken by Amazon
S3 or another AWS
service on behalf of
the user, this column
contains a null value.
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Column name Required? Data type

request_id No String The request ID that's
associated with the
request.

Configuring metadata tables

(@ Note

The S3 Metadata feature is in preview release for Amazon S3 and is subject to change.

Amazon S3 Metadata accelerates data discovery by automatically capturing metadata for the
objects in your general purpose buckets and storing it in read-only, fully managed Apache Iceberg
tables that you can query. These read-only tables are called metadata tables. As objects are added
to, updated, and removed from your general purpose buckets, S3 Metadata automatically refreshes
the corresponding metadata tables to reflect the latest changes.

With S3 Metadata, you can easily find, store, and query metadata for your S3 objects, so that you
can quickly prepare data for use in business analytics, artificial intelligence and machine learning
(Al/ML) model training, and more.

To generate and store object metadata in an S3 managed metadata table, you create a metadata
table configuration for your general purpose bucket. Amazon S3 is designed to continuously
update the metadata table to reflect the latest changes to your data as long as the configuration is
active on the bucket. Additionally, Amazon S3 continuously optimizes your metadata tables to help
reduce storage costs and improve analytics query performance.

To create a metadata table configuration, make sure that you have the necessary AWS Identity
and Access Management (IAM) permissions to create and manage metadata tables. You must also
create or specify an S3 table bucket to store your metadata table in. This table bucket must be in
the same AWS Region and AWS account as your general purpose bucket.

To monitor updates to your metadata table configuration, you can use AWS CloudTrail. For more
information, see the section called "Amazon S3 bucket-level actions that are tracked by CloudTrail

n
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Topics

» Setting up permissions for configuring metadata tables

» Creating metadata table configurations

» Controlling access to metadata tables

» Deleting metadata table configurations

» Deleting metadata tables

Setting up permissions for configuring metadata tables

(® Note

The S3 Metadata feature is in preview release for Amazon S3 and is subject to change.

To create a metadata table configuration, you must have the necessary AWS Identity and Access
Management (IAM) permissions to both create and manage your metadata table configuration
and to create and manage your metadata table and the table bucket where your metadata table is
stored.

To create and manage your metadata table configuration, you must have these permissions:

« s3:CreateBucketMetadataTableConfiguration - This permission allows you to create a
metadata table configuration for your general purpose bucket.

e s3:GetBucketMetadataTableConfiguration - This permission allows you to retrieve
information about your metadata table configuration.

« s3:DeleteBucketMetadataTableConfiguration - This permission allows you to delete
your metadata table configuration.

To create and work with tables and table buckets, you must have certain s3tables permissions.
At a minimum, to create a metadata table configuration, you must have the following s3tables
permissions:

» s3tables:CreateNamespace - This permission allows you to create a namespace in a table
bucket. Metadata tables use the default aws_s3_metadata namespace.

« s3tables:GetTable - This permission allows you to retrieve information about your metadata
table.
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» s3tables:CreateTable - This permission allows you to create your metadata table.

e s3tables:PutTablePolicy - This permission allows you to add or update your metadata
table policy.

For detailed information about all table and table bucket permissions, see Access management for
S3 Tables.

(@ Note

If you also want to integrate your table bucket with AWS analytics services so that you can
query your metadata table, you need additional permissions. For more information, see
Integrating Amazon S3 Tables with AWS analytics services.

To create and work with metadata tables and table buckets, you can use the following example
policy. In this policy, the general purpose bucket that you're applying the metadata table
configuration to is referred to as amzn-s3-demo-source-bucket. The table bucket where you're
storing your metadata table is referred to as amzn-s3-demo-bucket. To use this policy, replace
these bucket names and the user input placeholders with your own information:

"Version":"2012-10-17",
"Statement": [

{

"Sid":"PermissionsToWorkWithMetadataTables",

"Effect":"Allow",

"Action": [
"s3:CreateBucketMetadataTableConfiguration",
"s3:GetBucketMetadataTableConfiguration",
"s3:DeleteBucketMetadataTableConfiguration",
"s3tables:*"

1,

"Resource":[
"arn:aws:s3:::bucket/amzn-s3-demo-source-bucket",
"arn:aws:s3tables:region:account_id:bucket/amzn-s3-demo-bucket",
"arn:aws:s3tables:region:account_id:bucket/amzn-s3-demo-bucket/table/*"

]

}
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}

Creating metadata table configurations

® Note

The S3 Metadata feature is in preview release for Amazon S3 and is subject to change.

To generate and store Amazon S3 Metadata in a fully managed Apache Iceberg metadata table,
you create a metadata table configuration for your general purpose bucket. Amazon S3 is designed
to continuously update the metadata table to reflect the latest changes to your data as long as
the configuration is active on the bucket. Additionally, Amazon S3 continuously optimizes your
metadata table to help reduce storage costs and improve analytics query performance.

Metadata tables have the following Amazon Resource Name (ARN) format:

arn:aws:s3tables:region-code:account-id:bucket/table-bucket-name/
table/metadata_table_name

Amazon S3 fully managed metadata tables are stored in the aws_s3_metadata namespace in
your table bucket. For more information about namespaces in table buckets, see Table namespaces.

You can create a metadata table configuration by using the Amazon S3 console, the AWS
Command Line Interface (AWS CLI), the AWS SDKs, or the Amazon S3 REST API.

Prerequisites
To create a metadata table configuration, you must first do the following:

« Make sure that you have the necessary AWS Identity and Access Management (IAM) permissions
to create and manage metadata tables. For more information, see the section called

“Permissions for metadata tables”.

» Create an S3 table bucket to store your metadata table in. This table bucket must be in the same
AWS Region and AWS account as your general purpose bucket. For more information about
creating table buckets, see Creating table buckets. If you're using the Amazon S3 console to
create your configuration, you can do this step as part of that process.

« Integrate your table bucket with AWS Glue Data Catalog so that you can directly query your
metadata tables with query engines such as Amazon Athena, Amazon EMR, Amazon Redshift,
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Apache Spark, Apache Trino, and any other application that supports the Apache Iceberg format.
For more information, see the section called “Querying metadata tables with AWS analytics

services”.

Create a metadata table configuration

Using the S3 console

To create a metadata table configuration

Before you create a metadata table configuration, make sure that you've reviewed and met the

prerequisites and that you've reviewed the section called “Limitations and restrictions”.

1.

Sign in to the AWS Management Console and open the Amazon S3 console at https://
console.aws.amazon.com/s3/.

In the left navigation pane, choose General purpose buckets.

Choose the general purpose bucket that you want to create a metadata table configuration for.

® Note

Make sure that this general purpose bucket is an AWS Region where table buckets are
available. Table buckets are available only in the US East (N. Virginia), US East (Ohio),
and US West (Oregon) Regions.

On the buckets' details page, choose the Metadata tab.
On the Metadata tab, choose Create metadata configuration.

On the Create metadata configuration page, under Destination table bucket, specify a table
bucket to store your metadata table in. The table bucket must be in the same AWS account
and AWS Region as your general purpose bucket.

If you don't already have a table bucket, choose Create table bucket. Table bucket names
must be 3 to 63 characters and unique within your AWS account in the AWS Region that you've
chosen. Valid characters are a-z, 0-9, and hyphens (-). For more information about creating a
table bucket, see Creating table buckets.

When you create your table bucket, make sure that you integrate it with AWS Glue Data
Catalog. For more information, see the section called “Querying metadata tables with AWS

analytics services”.
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7. For Metadata table name, specify the name that you want your table to have. The metadata
table name must be between 1 and 255 characters and unique within the aws_s3_metadata
namespace in your table bucket. Valid characters are lowercase letters, numbers, and
underscores (_).

8. Choose Create metadata table configuration.

If your metadata table configuration was successful, the ARN for your metadata table is displayed
on the Metadata tab, along with the specified table bucket and metadata table name.

To monitor updates to your metadata table configuration, you can use AWS CloudTrail. For more
information, see the section called “Amazon S3 bucket-level actions that are tracked by CloudTrail

H n

loggin
Using the AWS CLI

To run the following commands, you must have the AWS CLI installed and configured. If you don't
have the AWS CLI installed, see Install or update to the latest version of the AWS CLI in the AWS
Command Line Interface User Guide.

Alternatively, you can run AWS CLI commands from the console by using AWS CloudShell. AWS
CloudShell is a browser-based, pre-authenticated shell that you can launch directly from the AWS
Management Console. For more information, see What is CloudShell? and Getting started with
AWS CloudShell in the AWS CloudShell User Guide.

To create a metadata table configuration by using the AWS CLI

Before you create a metadata table configuration, make sure that you've reviewed and met the
prerequisites and that you've reviewed the section called “Limitations and restrictions”.

To use the following example commands, replace the user input placeholders with your own
information.

1. If you don't already have a table bucket, use the following command to create a table bucket
to store your metadata table in. Make sure the table bucket is in the same AWS Region as the
general purpose bucket that you want to create a metadata table configuration for.

aws s3tables create-table-bucket --name amzn-s3-demo-bucket --region us-east-2

2. To verify that your table bucket has been created, use the following command:
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aws s3tables list-table-buckets --region us-east-2

3. Create a JSON file that contains your metadata table configuration, and save it (for example,
metadata-config. json). The following is a sample configuration.

Table bucket names must be 3 to 63 characters and unique within your AWS account in the
AWS Region that you've chosen. Valid characters are a-z, 0-9, and hyphens (-). For more
information about creating a table bucket, see Creating table buckets.

The metadata table name must be between 1 and 255 characters and unique within the
aws_s3_metadata namespace in your table bucket. Valid characters are lowercase letters,
numbers, and underscores (_).

"S3TablesDestination": {
"TableBucketArn": "arn:aws:s3tables:us-east-2:111122223333:bucket/amzn-s3-demo-
bucket",
"TableName": "test_metadata_table"

4. Use the following command to apply the metadata table configuration to your general
purpose bucket (for example, amzn-s3-demo-source-bucket):

aws s3api create-bucket-metadata-table-configuration \

--bucket amzn-s3-demo-source-bucket \
--metadata-table-configuration file://./metadata-config.json \
--region us-east-2

5. To verify that the configuration was created, use the following command:

aws s3api get-bucket-metadata-table-configuration \
--bucket amzn-s3-demo-source-bucket \
--region us-east-2

To monitor updates to your metadata table configuration, you can use AWS CloudTrail. For more
information, see the section called “Amazon S3 bucket-level actions that are tracked by CloudTrail
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Using the REST API

You can send REST requests to create a metadata table configuration. For more information, see
CreateBucketMetadataTableConfiguration in the Amazon S3 API Reference.

Using the AWS SDKs

You can use the AWS SDKs to create a metadata table configuration in Amazon S3. For
information, see the list of supported SDKs in the Amazon S3 API Reference.

Controlling access to metadata tables

® Note

The S3 Metadata feature is in preview release for Amazon S3 and is subject to change.

To control access to your Amazon S3 metadata tables, you can use AWS Identity and Access
Management (IAM) resource-based policies that are attached to your table bucket and to your
metadata table. In other words, you can control access to your metadata tables at both the table
bucket level and the table level.

For more information about controlling access to your table buckets and tables, see Access
management for S3 Tables.

/A Important

Make sure that you don't restrict Amazon S3 from writing to your table bucket or your
metadata table. If Amazon S3 is unable to write to your table bucket or your metadata
table, you must create a new metadata table by deleting your metadata table configuration
and then creating a new configuration.

You can also control access to the rows and columns in your metadata table through AWS Lake
Formation. For more information, see Managing Lake Formation permissions and Data filtering and

cell-level security in Lake Formation in the AWS Lake Formation Developer Guide.
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Deleting metadata table configurations

® Note

The S3 Metadata feature is in preview release for Amazon S3 and is subject to change.

If you want to stop updating the metadata table configuration for an Amazon S3 general purpose
bucket, you can delete the metadata table configuration that's attached to your bucket. Deleting a
metadata table configuration only deletes the configuration. The table bucket and your metadata
table still exist, even if you delete the metadata table configuration. However, the metadata table
will no longer be updated.

To delete your metadata table, see the section called “Delete a metadata table”. To delete your
table bucket, see Deleting table buckets and DeleteTableBucket in the Amazon S3 API Reference.

You can delete a metadata table configuration by using the Amazon S3 console, the AWS
Command Line Interface (AWS CLI), the AWS SDKs, or the Amazon S3 REST API.

Delete a metadata table configuration

Using the S3 console
To delete a metadata table configuration

1. Sign in to the AWS Management Console and open the Amazon S3 console at https://
console.aws.amazon.com/s3/.

2. Inthe left navigation pane, choose General purpose buckets.

3. Choose the general purpose bucket that you want to remove a metadata table configuration
from.

4. On the buckets' details page, choose the Metadata tab.
5. On the Metadata tab, choose Delete.

6. In the Delete metadata configuration dialog box, enter confixrm to confirm that you want to
delete the configuration. Then choose Delete.
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Using the AWS CLI

To run the following commands, you must have the AWS CLI installed and configured. If you don't
have the AWS CLI installed, see Install or update to the latest version of the AWS CLI in the AWS
Command Line Interface User Guide.

Alternatively, you can run AWS CLI commands from the console by using AWS CloudShell. AWS
CloudShell is a browser-based, pre-authenticated shell that you can launch directly from the AWS
Management Console. For more information, see What is CloudShell? and Getting started with
AWS CloudShell in the AWS CloudShell User Guide.

To delete a metadata table configuration by using the AWS CLI

To use the following example commands, replace the user input placeholders with your own
information.

1. Use the following command to delete the metadata table configuration from your general
purpose bucket (for example, amzn-s3-demo-source-bucket):

aws s3api delete-bucket-metadata-table-configuration \
--bucket amzn-s3-demo-source-bucket \
--region us-east-2

2. To verify that the configuration was deleted, use the following command:

aws s3api get-bucket-metadata-table-configuration \
--bucket amzn-s3-demo-source-bucket \
--region us-east-2

Using the REST API

You can send REST requests to delete a metadata table configuration. For more information, see
DeleteBucketMetadataTableConfiguration.

Using the AWS SDKs

You can use the AWS SDKs to delete a metadata table configuration in Amazon S3. For
information, see the list of supported SDKs.
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Deleting metadata tables

(® Note

The S3 Metadata feature is in preview release for Amazon S3 and is subject to change.

If you want to delete the metadata table that you created for an Amazon S3 general purpose
bucket, you can delete the metadata table from your table bucket.

® Note

Before you can delete a metadata table, you must first delete the associated metadata
table configuration on your general purpose bucket. For more information, see the section
called "Deleting metadata table configurations”.

To delete your table bucket, see Deleting table buckets and DeleteTableBucket in the Amazon S3
API Reference.

You can delete a metadata table by using the AWS Command Line Interface (AWS CLI), the AWS
SDKs, or the Amazon S3 REST API.

Delete a metadata table
Using the AWS CLI

To run the following commands, you must have the AWS CLI installed and configured. If you don't
have the AWS CLI installed, see Install or update to the latest version of the AWS CLI in the AWS
Command Line Interface User Guide.

Alternatively, you can run AWS CLI commands from the console by using AWS CloudShell. AWS
CloudShell is a browser-based, pre-authenticated shell that you can launch directly from the AWS
Management Console. For more information, see What is CloudShell? and Getting started with
AWS CloudShell in the AWS CloudShell User Guide.

To delete a metadata table configuration by using the AWS CLI

To use the following example commands, replace the user input placeholders with your own
information.
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1. Use the following command to delete the metadata table from your table bucket (for example,
amzn-s3-demo-bucket):

aws s3tables delete-table \

--table-bucket-arn arn:aws:s3tables:us-east-2:111122223333:bucket/amzn-s3-demo-
bucket \

--namespace aws_s3_metadata \

--name test_metadata_table \

--region us-east-2

2. To verify that the table was deleted, use the following command:

aws s3tables get-table \

--table-bucket-arn arn:aws:s3tables:us-east-2:111122223333:bucket/amzn-s3-demo-
bucket \

--namespace aws_s3_metadata \

--name test_metadata_table \

--region us-east-2

Using the REST API

You can send REST requests to delete a metadata table configuration. For more information, see
DeleteTable in the Amazon S3 API Reference.

Using the AWS SDKs

You can use the AWS SDKs to delete a metadata table configuration in Amazon S3. For
information, see the list of supported SDKs in the Amazon S3 API Reference.

Querying metadata tables

(® Note

The S3 Metadata feature is in preview release for Amazon S3 and is subject to change.

Amazon S3 Metadata lets you analyze your S3 managed metadata tables with any query engine
that supports the Apache Iceberg format. When you integrate your S3 table buckets with AWS
analytics services, you can use services like Amazon Athena, Amazon Redshift, and others to help
you do the following with your metadata tables:
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 Discover storage usage patterns and trends

« Audit AWS Key Management Service (AWS KMS) encryption key usage across your objects
» Search for objects by user-defined metadata and object tags

« Understand object metadata changes over time

« Learn when objects are updated or deleted, including the AWS account ID or IP address that
made the request

® Note

Integrating S3 table buckets with AWS analytics services is in preview release and subject to
change.

Once your table buckets are integrated, you can query your metadata tables. This includes joining
S3 managed metadata tables and custom metadata tables, allowing you to query across multiple
datasets as long as the metadata tables are stored in the same table bucket.

From there, you can create interactive dashboards with your query data by using Amazon
QuickSight.

Query pricing considerations

Additional pricing applies for running queries on your metadata tables. For more information, see
pricing information for the query engine you're using.

For information on making your queries more cost effective, see Optimizing metadata table query
performance.

Topics

« Querying metadata tables with AWS analytics services

« Querying metadata tables with open-source query engines

» Optimizing metadata table query performance

« Example metadata table queries

« Joining custom metadata with S3 metadata tables

 Visualizing metadata table data with Amazon QuickSight
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Querying metadata tables with AWS analytics services

(® Note

The S3 Metadata feature is in preview release for Amazon S3 and is subject to change.

You can query your S3 managed metadata tables with AWS analytics services such as Amazon
Athena, Amazon Redshift, and Amazon EMR.

Before you can run queries, you must first integrate the S3 table buckets in your AWS account and
Region with AWS analytics services.

(@ Note

Integrating S3 table buckets with AWS analytics services is in preview release and subject to

change.

Querying metadata tables with Amazon Athena

After you integrate your S3 table buckets with AWS analytics services, you can start querying your

metadata tables in Athena. In your queries, specify your catalog as s3tablescatalog and your
database as aws_s3_metadata (which is the namespace for your metadata tables). For more
information, see Querying Amazon S3 tables with Athena.

Querying metadata tables with Amazon Redshift

After you integrate your S3 table buckets with AWS analytics services, you create a resource link

to your metadata table namespace (aws_s3_metadata). Once that's done, you can start querying
your metadata tables in the Amazon Redshift console. For more information, see Accessing
Amazon S3 tables with Amazon Redshift.

Querying metadata tables with Amazon EMR

To query your metadata tables by using Amazon EMR, you create an Amazon EMR cluster
configured for Apache Iceberg and connect to your metadata tables using Apache Spark. You can
set this up by integrating your S3 table buckets with AWS analytics services or using the open-
source Amazon S3 Tables Catalog for Iceberg client catalog.
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For more information, see Accessing Amazon S3 tables with Amazon EMR.

Querying metadata tables with open-source query engines

(@ Note

The S3 Metadata feature is in preview release for Amazon S3 and is subject to change.

You can query your S3 managed metadata tables by using open-source query engines, such as
Apache Spark. To query your metadata tables, you need the Amazon S3 Tables Catalog for Apache
Iceberg client catalog (an open-source library hosted by AWS Labs).

For more information, see Querying Amazon S3 tables with Apache Spark.

Optimizing metadata table query performance

(® Note

The S3 Metadata feature is in preview release for Amazon S3 and is subject to change.

Since S3 Metadata is based on the Apache Iceberg table format, you can optimize the performance
and cost of your metadata table queries by using specific time ranges.

For example, the following SQL query provides the sensitivity level of new objects in an S3 general
purpose bucket:

SELECT key, object_tags['SensitivitylLevel']
FROM aws_s3_metadata.my_metadata_table
WHERE record_type = 'CREATE'

GROUP BY object_tags['SensitivitylLevel']

This query scans the entire metadata table, which might take a long time to run. To improve
performance, you can include the record_timestamp column to focus on a specific time range.
Here's an updated version of the previous query that looks at new objects from the past month:

SELECT key, object_tags['Sensitivitylevel']
FROM aws_s3_metadata.my_metadata_table
WHERE record_type = 'CREATE'
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AND record_timestamp > (CURRENT_TIMESTAMP - interval 'l' month)
GROUP BY object_tags['Sensitivitylevel']

Example metadata table queries

® Note

The S3 Metadata feature is in preview release for Amazon S3 and is subject to change.

The following examples show how you can get different types information from your S3 Metadata
tables by using standard SQL queries.

Remember when using these examples:

« The examples are written to work with Amazon Athena. You might have to modify the examples
to work with a different query engine.

» Make sure that you understand how to optimize your queries.

» Replace amzn-s3-demo-bucket with the name of the S3 table bucket that's storing your
metadata table.

» Replace my_metadata_table with the name of the metadata table that you're querying.

o For a full list of supported columns, see the S3 Metadata tables schema.

Finding objects by file extension

The following query returns objects with a specific file extension (. jpg in this case).

SELECT key FROM "s3tablescatalog/amzn-s3-demo-
bucket" ."aws_s3_metadata"."my_metadata_table"
WHERE key LIKE '%.jpg'
AND record_type = 'CREATE'

Listing object deletions

The following query returns object deletion events, including the AWS account ID or AWS service
principal that made the request.

SELECT DISTINCT bucket, key, sequence_number, record_type, record_timestamp, requester,
source_ip_address, version_id
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FROM "s3tablescatalog/amzn-s3-demo-bucket"."aws_s3_metadata"."my_metadata_table"
WHERE record_type = 'DELETE';

Listing AWS KMS encryption keys used by your objects

The following query returns the ARNs of the AWS Key Management Service (AWS KMS) keys
encrypting your objects.

SELECT DISTINCT kms_key_arn
FROM "s3tablescatalog/amzn-s3-demo-bucket"."aws_s3_metadata"."my_metadata_table";

Listing objects that don't use KMS keys

The following query returns objects that aren't encrypted with AWS KMS keys.

SELECT DISTINCT kms_key_arn

FROM "s3tablescatalog/amzn-s3-demo-bucket"."aws_s3_metadata"."my_metadata_table"
WHERE encryption_status NOT IN ('SSE-KMS', 'DSSE-KMS')

AND record_type = 'CREATE';

Viewing metadata provided by Amazon Bedrock

Some AWS services (such as Amazon Bedrock), upload objects to Amazon S3. You can query

the object metadata provided by these services. For example, the following query includes the
user_metadata column to determine if there are objects uploaded by Amazon Bedrock to a
general purpose bucket.

SELECT DISTINCT bucket, key, sequence_number, record_type, record_timestamp,
user_metadata

FROM "s3tablescatalog/amzn-s3-demo-bucket"."aws_s3_metadata"."my_metadata_table"

WHERE record_type = 'CREATE'

AND user_metadata['content-source'] = 'AmazonBedrock';

If Amazon Bedrock uploaded an object to your bucket, the user_metadata column will display
the following metadata associated with the object in the query result:

user_metadata

{content-additional-params -> requestid="CVK8FWYRWOM9IW65",
signedContentSHA384="38b060a751ac96384cd9327eblble36a21fdb71114be@7434c@cc7bf63f6elda274edebfe
content-model-id -> bedrock-model-arn, content-source -> AmazonBedrock}
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Understanding the current state of your objects

The following query can help you determine the current state of your objects. The query identifies
the most recent version of each obiject, filters out deleted objects, and marks the latest version

of each object based on sequence numbers. Results are ordered by the bucket, key, and
sequence_number columns.

WITH records_of_interest as (
-- Start with a query that can narrow down the records of interest.
SELECT * from "s3tablescatalog/amzn-s3-demo-

bucket" ."aws_s3_metadata"."my_metadata_table"

)I

version_stacks as (
SELECT *,
-- Introduce a column called 'next_sequence_number', which is the next larger
-- sequence_number for the same key version_id in sorted order.
LEAD(sequence_number, 1) over (partition by (bucket, key,
coalesce(version_id, '')) order by sequence_number ASC) as next_sequence_number
from records_of_interest

),

-- Pick the 'tip' of each version stack triple: (bucket, key, version_id).
-- The tip of the version stack is the row of that triple with the largest sequencer.
-- Selecting only the tip filters out any row duplicates.
-- This isn't typical, but some events can be delivered more than once to the table
-- and include rows that might no longer exist in the bucket (since the
-- table contains rows for both extant and extinct objects).
-- In the next subquery, eliminate the rows that contain deleted objects.
current_versions as (

SELECT * from version_stacks where next_sequence_number is NULL

)I

-- Eliminate the rows that are extinct from the bucket by filtering with
-- record_type. An object version has been deleted from the bucket if its tip is
-- record_type==DELETE.
existing_current_versions as (

SELECT * from current_versions where not (record_type = 'DELETE' and
is_delete_marker = FALSE)
),

-- Optionally, to determine which of several object versions is the 'latest',
-- you can compare their sequence numbers. A version_id is the latest if its
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-- tip's sequencer is the largest among all other tips in the same key.
with_is_latest as (
SELECT *,
-- Determine if the sequence_number of this row is the same as the largest
sequencer for the key that still exists.
sequence_number = (MAX(sequence_number) over (partition by (bucket, key)))
as is_latest_version
FROM existing_current_versions

SELECT * from with_is_latest
ORDER BY bucket, key, sequence_number;

Joining custom metadata with S3 metadata tables

(® Note

The S3 Metadata feature is in preview release for Amazon S3 and is subject to change.

You can analyze data across your S3 managed metadata tables and customer (self-managed)
metadata tables. By using a standard SQL JOIN operator, you can query data from these multiple
sources.

The following example SQL query finds matching records between an S3 managed

metadata table (my_s3_metadata_table) and a self-managed metadata table
(my_self_managed_metadata_table). The query also filters informations based on CREATE
events, which indicate that a new object (or a new version of the object) was written to the bucket.
(For more information, see the S3 Metadata tables schema.)

SELECT *

FROM aws_s3_metadata.my_s3_metadata_table a

JOIN my_namespace.my_self_managed_metadata_table b

ON a.bucket = b.bucket AND a.key = b.key AND a.version_id = b.version_id
WHERE a.record_type = 'CREATE';
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Visualizing metadata table data with Amazon QuickSight

(@ Note

The S3 Metadata feature is in preview release for Amazon S3 and is subject to change.

With Amazon QuickSight, you can create interactive dashboards to analyze and visualize SQL query
results about your S3 managed metadata tables. QuickSight dashboards can help you monitor
statistics, track changes, and get operational insights about your metadata tables.

A dashboard about your metadata tables might show you:

How many objects are in different storage classes?

What percentage of your storage data is small objects compared to large object?

What types of objects are in my bucket?

What's the percentage of object uploads compared to deletions?

After you integrate your S3 table buckets with AWS analytics services, you can create datasets

from your metadata tables and work with them in Amazon QuickSight using SPICE or direct SQL
queries from your query engine. QuickSight supports Amazon Athena and Amazon Redshift as data
sources.

® Note

Integrating S3 table buckets with AWS analytics services is in preview release and subject to

change.

For more information, see Visualizing table data with Amazon QuickSight.

Uploading objects

When you upload a file to Amazon S3, it is stored as an S3 object. Objects consist of the file data
and metadata that describes the object. You can have an unlimited number of objects in a bucket.
Before you can upload files to an Amazon S3 bucket, you need write permissions for the bucket.
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For more information about access permissions, see Identity and Access Management for Amazon
S3.

You can upload any file type—images, backups, data, movies, and so on—into an S3 bucket. The
maximum size of a file that you can upload by using the Amazon S3 console is 160 GB. To upload a
file larger than 160 GB, use the AWS Command Line Interface (AWS CLI), AWS SDKs, or Amazon S3
REST API.

If you upload an object with a key name that already exists in a versioning-enabled bucket,
Amazon S3 creates another version of the object instead of replacing the existing object. For more
information about enabling versioning, see Enabling versioning on buckets.

Depending on the size of the data that you're uploading, Amazon S3 offers the following options:

« Upload an object in a single operation by using the AWS SDKs, REST API, or AWS CLI - With a
single PUT operation, you can upload a single object up to 5 GB in size.

« Upload a single object by using the Amazon S3 console — With the Amazon S3 console, you can
upload a single object up to 160 GB in size.

« Upload an object in parts by using the AWS SDKs, REST API, or AWS CLI - Using the multipart
upload API operation, you can upload a single large object, up to 5 TB in size.

The multipart upload API operation is designed to improve the upload experience for larger
objects. You can upload an object in parts. These object parts can be uploaded independently, in
any order, and in parallel. You can use a multipart upload for objects from 5 MB to 5 TB in size.
For more information, see Uploading and copying objects using multipart upload in Amazon S3.

When you upload an object, the object is automatically encrypted using server-side encryption
with Amazon S3 managed keys (SSE-S3) by default. When you download it, the object is decrypted.
For more information, see Setting default server-side encryption behavior for Amazon S3 buckets

and Protecting data with encryption.

When you're uploading an object, if you want to use a different type of default encryption, you can
also specify server-side encryption with AWS Key Management Service (AWS KMS) keys (SSE-KMS)
in your S3 PUT requests or set the default encryption configuration in the destination bucket to use
SSE-KMS to encrypt your data. For more information about SSE-KMS, see Specifying server-side
encryption with AWS KMS (SSE-KMS). If you want to use a KMS key that is owned by a different
account, you must have permission to use the key. For more information about cross-account
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permissions for KMS keys, see Creating KMS keys that other accounts can use in the AWS Key
Management Service Developer Guide.

If you encounter an Access Denied (403 Forbidden) error in Amazon S3, see Troubleshoot access
denied (403 Forbidden) errors in Amazon S3 to learn more about its common causes.

Upload an object

Using the S3 console

This procedure explains how to upload objects and folders to an Amazon S3 bucket by using the
console.

When you upload an object, the object key name is the file name and any optional prefixes. In the
Amazon S3 console, you can create folders to organize your objects. In Amazon S3, folders are
represented as prefixes that appear in the object key name. If you upload an individual object to a
folder in the Amazon S3 console, the folder name is included in the object key name.

For example, if you upload an object named samplel. jpg to a folder named backup, the key
name is backup/samplel. jpg. However, the object is displayed in the console as samplel. jpg
in the backup folder. For more information about key names, see Working with object metadata.

® Note

If you rename an object or change any of the properties in the Amazon S3 console, for
example Storage Class, Encryption, or Metadata, a new object is created to replace the
old one. If S3 Versioning is enabled, a new version of the object is created, and the existing
object becomes an older version. The role that changes the property also becomes the
owner of the new object (or object version).

When you upload a folder, Amazon S3 uploads all of the files and subfolders from the specified
folder to your bucket. It then assigns an object key name that is a combination of the uploaded
file name and the folder name. For example, if you upload a folder named /images that contains
two files, samplel. jpg and sample2. jpg, Amazon S3 uploads the files and then assigns the
corresponding key names, images/samplel. jpg and images/sample2. jpg. The key names
include the folder name as a prefix. The Amazon S3 console displays only the part of the key name
that follows the last /. For example, within an images folder, the images/samplel. jpg and
images/sample2. jpg objects are displayed as samplel. jpg and a sample2. jpg.

Upload an object API Version 2006-03-01 201


https://docs.aws.amazon.com/kms/latest/developerguide/key-policy-modifying-external-accounts.html#cross-account-console

Amazon Simple Storage Service User Guide

To upload folders and files to an S3 bucket

1.

Sign in to the AWS Management Console and open the Amazon S3 console at https://
console.aws.amazon.com/s3/.

In the left navigation pane, choose Buckets.

In the Buckets list, choose the name of the bucket that you want to upload your folders or files
to.

Choose Upload.

In the Upload window, do one of the following:

» Drag and drop files and folders to the Upload window.
» Choose Add file or Add folder, choose the files or folders to upload, and choose Open.
To enable versioning, under Destination, choose Enable Bucket Versioning.

To upload the listed files and folders without configuring additional upload options, at the
bottom of the page, choose Upload.

Amazon S3 uploads your objects and folders. When the upload is finished, you see a success
message on the Upload: status page.

To configure additional object properties

To change access control list permissions, choose Permissions.

Under Access control list (ACL), edit the permissions.

For information about object access permissions, see Using the S3 console to set ACL

permissions for an object. You can grant read access to your objects to the public (everyone
in the world) for all of the files that you're uploading. However, we recommend not changing
the default setting for public read access. Granting public read access is applicable to a small
subset of use cases, such as when buckets are used for websites. You can always change the

object permissions after you upload the object.
To configure other additional properties, choose Properties.

Under Storage class, choose the storage class for the files that you're uploading.

For more information about storage classes, see Understanding and managing Amazon S3

storage classes.
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5. To update the encryption settings for your objects, under Server-side encryption settings, do
the following.

a. Choose Specify an encryption key.

b. Under Encryption settings, choose Use bucket settings for default encryption or
Override bucket settings for default encryption.

c. If you chose Override bucket settings for default encryption, you must configure the
following encryption settings.

» To encrypt the uploaded files by using keys that are managed by Amazon S3, choose
Amazon S3 managed key (SSE-S3).

For more information, see Using server-side encryption with Amazon S3 managed keys
(SSE-S3).

» To encrypt the uploaded files by using keys stored in AWS Key Management Service
(AWS KMS), choose AWS Key Management Service key (SSE-KMS). Then choose one of
the following options for AWS KMS key:

» To choose from a list of available KMS keys, choose Choose from your AWS KMS

keys, and then choose your KMS key from the list of available keys.

Both the AWS managed key (aws/s3) and your customer managed keys appear in this
list. For more information about customer managed keys, see Customer keys and AWS
keys in the AWS Key Management Service Developer Guide.

To enter the KMS key ARN, choose Enter AWS KMS key ARN, and then enter your
KMS key ARN in the field that appears.

To create a new customer managed key in the AWS KMS console, choose Create a

KMS key.

For more information about creating an AWS KMS key, see Creating keys in the AWS
Key Management Service Developer Guide.

/A Important

You can use only KMS keys that are available in the same AWS Region as the
bucket. The Amazon S3 console lists only the first 100 KMS keys in the same
Region as the bucket. To use a KMS key that is not listed, you must enter your
KMS key ARN. If you want to use a KMS key that is owned by a different account,
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you must first have permission to use the key and then you must enter the KMS
key ARN.

Amazon S3 supports only symmetric encryption KMS keys, and not asymmetric
KMS keys. For more information, see Identifying symmetric and asymmetric
KMS keys in the AWS Key Management Service Developer Guide.

6. To use additional checksums, choose On. Then for Checksum function, choose the function
that you would like to use. Amazon S3 calculates and stores the checksum value after it
receives the entire object. You can use the Precalculated value box to supply a precalculated
value. If you do, Amazon S3 compares the value that you provided to the value that it
calculates. If the two values do not match, Amazon S3 generates an error.

Additional checksums enable you to specify the checksum algorithm that you would like to
use to verify your data. For more information about additional checksums, see Checking object
integrity in Amazon S3.

7. To add tags to all of the objects that you are uploading, choose Add tag. Enter a tag name in
the Key field. Enter a value for the tag.

Object tagging gives you a way to categorize storage. Each tag is a key-value pair. Key and tag
values are case sensitive. You can have up to 10 tags per object. A tag key can be up to 128
Unicode characters in length, and tag values can be up to 255 Unicode characters in length.
For more information about object tags, see Categorizing your storage using tags.

8. To add metadata, choose Add metadata.

a. Under Type, choose System defined or User defined.

For system-defined metadata, you can select common HTTP headers, such as Content-
Type and Content-Disposition. For a list of system-defined metadata and information
about whether you can add the value, see System-defined object metadata. Any metadata

starting with the prefix x-amz-meta- is treated as user-defined metadata. User-defined
metadata is stored with the object and is returned when you download the object. Both
the keys and their values must conform to US-ASCII standards. User-defined metadata
can be as large as 2 KB. For more information about system-defined and user-defined
metadata, see Working with object metadata.

b. For Key, choose a key.
c. Type a value for the key.
9. To upload your objects, choose Upload.
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Amazon S3 uploads your object. When the upload completes, you can see a success message
on the Upload: status page.

10. Choose Exit.

Using the AWS CLI

You can send a PUT request to upload an object of up to 5 GB in a single operation. For more
information, see the PutObject example in the AWS CLI Command Reference.

Using the REST API

You can send REST requests to upload an object. You can send a PUT request to upload data in a
single operation. For more information, see PUT Object.

Using the AWS SDKs

You can use the AWS SDKs to upload objects in Amazon S3. The SDKs provide wrapper libraries for
you to upload data easily. For information, see the List of supported SDKs.

Here are some examples with a few select SDKs:
.NET
The following C# code example creates two objects with two PutObjectRequest requests:

« The first PutObjectRequest request saves a text string as sample object data. It also
specifies the bucket and object key names.

» The second PutObjectRequest request uploads a file by specifying the file name. This
request also specifies the ContentType header and optional object metadata (a title).

For information about setting up and running the code examples, see Getting Started with the
AWS SDK for .NET in the AWS SDK for .NET Developer Guide.

using Amazon;

using Amazon.S3;

using Amazon.S3.Model;

using System;

using System.Threading.Tasks;

namespace Amazon.DocSamples.S3
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{
class UploadObjectTest
{
private const string bucketName = "*** bucket name ***";
// For simplicity the example creates two objects from the same file.
// You specify key names for these objects.
private const string keyNamel = "*** key name for first object created ***";
private const string keyName2 = "*** key name for second object created
kk k.

private const string filePath = @"*** file path ***";
private static readonly RegionEndpoint bucketRegion =
RegionEndpoint.EUWest1;

private static IAmazonS3 client;

public static void Main()

{
client = new AmazonS3Client(bucketRegion);
WritingAnObjectAsync().Wait();
}
static async Task WritingAnObjectAsync()
{
try
{

// 1. Put object-specify only key name for the new object.
var putRequestl = new PutObjectRequest

{
BucketName = bucketName,
Key = keyNamel,
ContentBody = "sample text"
};

PutObjectResponse responsel = await
client.PutObjectAsync(putRequestl);

// 2. Put the object-set ContentType and add metadata.
var putRequest2 = new PutObjectRequest

{
BucketName = bucketName,
Key = keyName2,
FilePath = filePath,
ContentType = "text/plain"
};
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putRequest2.Metadata.Add("x-amz-meta-title", "someTitle");
PutObjectResponse response2 = await
client.PutObjectAsync(putRequest2);

}
catch (AmazonS3Exception e)
{
Console.WritelLine(
"Error encountered ***. Message:'{0}' when writing an
object"
, €.Message);
}
catch (Exception e)
{
Console.WritelLine(
"Unknown encountered on server. Message:'{@}' when writing an
object"
, e.Message);
}
}
}
}

Java

The following example creates two objects. The first object has a text string as data, and the
second obiject is a file. The example creates the first object by specifying the bucket name,
object key, and text data directly in a call to AmazonS3Client.putObject(). The example
creates the second object by using a PutObjectRequest that specifies the bucket name,
object key, and file path. The PutObjectRequest also specifies the ContentType header and
title metadata.

For instructions on creating and testing a working sample, see Getting Started in the AWS SDK
for Java Developer Guide.

import com.amazonaws.AmazonServiceException;

import com.amazonaws.SdkClientException;

import com.amazonaws.regions.Regions;

import com.amazonaws.services.s3.AmazonS3;

import com.amazonaws.services.s3.AmazonS3ClientBuilder;
import com.amazonaws.services.s3.model.ObjectMetadata;
import com.amazonaws.services.s3.model.PutObjectRequest;
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import java.io.File;
import java.io.IOException;

public class UploadObject {

public static void main(String[] args) throws IOException {
Regions clientRegion = Regions.DEFAULT_REGION;
String bucketName = "*** Bucket name ***";
String stringObjKeyName = "*** String object key name ***";
String fileObjKeyName = "*** File object key name ***";
String fileName = "*** Path to file to upload ***";

try {
// This code expects that you have AWS credentials set up per:
// https://docs.aws.amazon.com/sdk-for-java/vl/developer-quide/setup-
credentials.html
AmazonS3 s3Client = AmazonS3ClientBuilder.standard()
.withRegion(clientRegion)
.build();

// Upload a text string as a new object.
s3Client.putObject(bucketName, stringObjKeyName, "Uploaded String
Object");

// Upload a file as a new object with ContentType and title specified.
PutObjectRequest request = new PutObjectRequest(bucketName,
fileObjKeyName, new File(fileName));

ObjectMetadata metadata = new ObjectMetadata();
metadata.setContentType("plain/text");
metadata.addUserMetadata("title", "someTitle");
request.setMetadata(metadata);
s3Client.putObject(request);

} catch (AmazonServiceException e) {
// The call was transmitted successfully, but Amazon S3 couldn't process
// it, so it returned an error response.
e.printStackTrace();

} catch (SdkClientException e) {
// Amazon S3 couldn't be contacted for a response, or the client
// couldn't parse the response from Amazon S3.
e.printStackTrace();
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JavaScript

The following example uploads an existing file to an Amazon S3 bucket in a specific Region.

import { readFile } from "node:fs/promises";

import {
PutObjectCommand,
S3Client,
S3ServiceException,

} from "@aws-sdk/client-s3";

/**
* Upload a file to an S3 bucket.
* @param {{ bucketName: string, key: string, filePath: string }}
*/
export const main = async ({ bucketName, key, filePath }) => {
const client = new S3Client({});
const command = new PutObjectCommand({
Bucket: bucketName,

Key: key,

Body: await readFile(filePath),
1);
try {

const response = await client.send(command);
console.log(response);
} catch (caught) {

if (
caught instanceof S3ServiceException &&
caught.name === "EntityToolLarge"

) {

console.error(
‘Error from S3 while uploading object to ${bucketName}. \
The object was too large. To upload objects larger than 5GB, use the S3 console
(160GB max) \
or the multipart upload API (5TB max). ,
);
} else if (caught instanceof S3ServiceException) {
console.errox(
‘Error from S3 while uploading object to ${bucketName}. ${caught.name}:
${caught.messagel}’,
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)5
} else {
throw caught;

}

}
};

PHP

This example guides you through using classes from the AWS SDK for PHP to upload an object
of up to 5 GB in size. For larger files, you must use the multipart upload API operation. For more
information, see Uploading and copying objects using multipart upload in Amazon S3.

For more information about the AWS SDK for Ruby API, go to AWS SDK for Ruby - Version 2.

Example — Creating an object in an Amazon S3 bucket by uploading data

The following PHP example creates an object in a specified bucket by uploading data using the
putObject() method.

require 'vendor/autoload.php';

use Aws\S3\Exception\S3Exception;
use Aws\S3\S3Client;

$bucket = '*** Your Bucket Name ***';
$keyname = '*** Your Object Key ***';

$s3 = new S3Client([
'version' => 'latest',
'region' => 'us-east-1'

1);

try {
// Upload data.
$result = $s3->putObject([
'Bucket' => $bucket,

'Key' => $keyname,
'Body"' => 'Hello, world!’',
"ACL' => 'public-read'

1)

// Print the URL to the object.
echo $result['ObjectURL'] . PHP_EOL;

Upload an object API Version 2006-03-01 210


https://docs.aws.amazon.com/sdkforruby/api/index.html

Amazon Simple Storage Service User Guide

} catch (S3Exception $e) {
echo $e->getMessage() . PHP_EOL;

Ruby

The AWS SDK for Ruby - Version 3 has two ways of uploading an object to Amazon S3. The first
uses a managed file uploader, which makes it easier to upload files of any size from disk. To use
the managed file uploader method:

1. Create an instance of the Aws: :S3: : Resource class.

2. Reference the target object by bucket name and key. Objects live in a bucket and have unique
keys that identify each object.

3. Call#upload_file on the object.

Example

require 'aws-sdk-s3'

# Wraps Amazon S3 object actions.
class ObjectUploadFileWrapper
attr_reader :object

# @param object [Aws::S3::0bject] An existing Amazon S3 object.
def initialize(object)

@object = object
end

# Uploads a file to an Amazon S3 object by using a managed uploader.
#
# @param file_path [String] The path to the file to upload.
# @return [Boolean] True when the file is uploaded; otherwise false.
def upload_file(file_path)
@object.upload_file(file_path)
true
rescue Aws::Errors::ServiceError => e
puts "Couldn't upload file #{file_path} to #{eobject.key}. Here's why:
#{e.message}"
false
end
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end

# Example usage:

def run_demo
bucket_name = "amzn-s3-demo-bucket"
object_key = "my-uploaded-file"
file_path = "object_upload_file.rb"

wrapper = ObjectUploadFileWrapper.new(Aws::S3::0bject.new(bucket_name,
object_key))
return unless wrapper.upload_file(file_path)

puts "File #{file_path} successfully uploaded to #{bucket_name}:#{object_key}."
end

run_demo if $PROGRAM_NAME == __ FILE__

The second way that the AWS SDK for Ruby - Version 3 can upload an object uses the #put
method of Aws: :S3: :0bject. This is useful if the object is a string or an 1/0 object that is not
a file on disk. To use this method:

1. Create an instance of the Aws: :S3: :Resource class.

2. Reference the target object by bucket name and key.

3. Call#put, passing in the string or 1/O object.

Example

require 'aws-sdk-s3'

# Wraps Amazon S3 object actions.
class ObjectPutWrapper
attr_reader :object

# @param object [Aws::S3::0bject] An existing Amazon S3 object.
def initialize(object)

@object = object
end

def put_object(source_file_path)
File.open(source_file_path, 'rb') do |file]|
@object.put(body: file)
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end
true
rescue Aws::Errors::ServiceError => e
puts "Couldn't put #{source_file_path} to #{object.key}. Here's why:
#{e.message}"
false
end
end

# Example usage:

def run_demo
bucket_name = "amzn-s3-demo-bucket"
object_key = "my-object-key"
file_path = "my-local-file.txt"

wrapper = ObjectPutWrapper.new(Aws::S3::0bject.new(bucket_name, object_key))
success = wrapper.put_object(file_path)

return unless success

puts "Put file #{file_path} into #{object_key} in #{bucket_name}."
end

run_demo if $PROGRAM_NAME == __ FILE__

Prevent uploading objects with identical key names

You can check for the existence of an object in your bucket before creating it using a conditional
write on upload operations. This can prevent overwrites of existing data. Conditional writes will
validate there is no existing object with the same key name already in your bucket while uploading.

You can use conditional writes for PutObject or CompleteMultipartUpload requests.

For more information about conditional requests see, Add preconditions to S3 operations with
conditional requests.

Uploading and copying objects using multipart upload in Amazon S3

Multipart upload allows you to upload a single object to Amazon S3 as a set of parts. Each part
is a contiguous portion of the object's data. You can upload these object parts independently,

and in any order. For uploads, your updated AWS client automatically calculates a checksum of
the object and sends it to Amazon S3 along with the size of the object as a part of the request.
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If transmission of any part fails, you can retransmit that part without affecting other parts. After
all parts of your object are uploaded, Amazon S3 assembles them to create the object. It's a best
practice to use multipart upload for objects that are 100 MB or larger instead of uploading them in
a single operation.

Using multipart upload provides the following advantages:

« Improved throughput - You can upload parts in parallel to improve throughput.

» Quick recovery from any network issues — Smaller part size minimizes the impact of restarting
a failed upload due to a network error.

» Pause and resume object uploads - You can upload object parts over time. After you initiate a
multipart upload, there is no expiry; you must explicitly complete or stop the multipart upload.

« Begin an upload before you know the final object size — You can upload an object as you create
it.

We recommend that you use multipart upload in the following ways:

« If you upload large objects over a stable high-bandwidth network, use multipart upload to
maximize the use of your available bandwidth by uploading object parts in parallel for multi-
threaded performance.

« If you upload over a spotty network, use multipart upload to increase resiliency against network
errors by avoiding upload restarts. When using multipart upload, you only need to retry
uploading the parts that are interrupted during the upload. You don't need to restart uploading
your object from the beginning.

(® Note

For more information about using the Amazon S3 Express One Zone storage class with
directory buckets, see S3 Express One Zone and Working with directory buckets. For more
information about using multipart upload with S3 Express One Zone and directory buckets,
see Using multipart uploads with directory buckets.

Multipart upload process

Multipart upload is a three-step process: You initiate the upload, upload the object parts, and—
after you've uploaded all the parts—complete the multipart upload. Upon receiving the complete
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multipart upload request, Amazon S3 constructs the object from the uploaded parts, and you can
access the object just as you would any other object in your bucket.

You can list all of your in-progress multipart uploads or get a list of the parts that you have
uploaded for a specific multipart upload. Each of these operations is explained in this section.

Multipart upload initiation

When you send a request to initiate a multipart upload, make sure to specify a checksum type.
Amazon S3 will then return a response with an upload ID, which is a unique identifier for your
multipart upload. This upload ID is required when you upload parts, list parts, complete an upload,
or stop an upload. If you want to provide metadata describing the object being uploaded, you must
provide it in the request to initiate the multipart upload.

Parts upload

When uploading a part, you must specify a part number in addition to the upload ID. You can
choose any part number between 1 and 10,000. A part number uniquely identifies a part and its
position in the object you are uploading. The part number that you choose doesn’t need to be in

a consecutive sequence (for example, it can be 1, 5, and 14). Be aware that if you upload a new
part using the same part number as a previously uploaded part, the previously uploaded part gets
overwritten.

When you upload a part, Amazon S3 returns the checksum algorithm type with the checksum
value for each part as a header in the response. For each part upload, you must record the part
number and the ETag value. You must include these values in the subsequent request to complete
the multipart upload. Each part will have its own ETag at the time of upload. However, once the
multipart upload is complete and all parts are consolidated, all parts belong to one ETag as a
checksum of checksums.

/A Important

After you initiate a multipart upload and upload one or more parts, you must either
complete or stop the multipart upload to stop incurring charges for storage of the
uploaded parts. Only after you complete or stop a multipart upload will Amazon S3 free up
the parts storage and stop billing you for the parts storage.

After stopping a multipart upload, you can't upload any part using that upload ID again. If
part uploads were in progress, they can still succeed or fail even after you stop the upload.
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To make sure you free all storage consumed by all parts, you must stop a multipart upload
only after all part uploads have completed.

Multipart upload completion

When you complete a multipart upload, Amazon S3 creates an object by concatenating the parts
in ascending order based on the part number. If any object metadata was provided in the initiate
multipart upload request, Amazon S3 associates that metadata with the object. After a successful
complete request, the parts no longer exist.

Your complete multipart upload request must include the upload ID and a list of part numbers and
their corresponding ETag values. The Amazon S3 response includes an ETag that uniquely identifies
the combined object data. This ETag is not necessarily an MD5 hash of the object data.

When you provide a full object checksum during a multipart upload, the AWS SDK passes the
checksum to Amazon S3, and S3 validates the object integrity server-side, comparing it to the
received value. Then, S3 stores the object if the values match. If the two values don’t match,
Amazon S3 fails the request with a BadDigest error. The checksum of your object is also stored in
object metadata that you'll later use to validate an object's data integrity.

Sample multipart upload calls

For this example, assume that you're generating a multipart upload for a 100 GB file. In this case,
you would have the following API calls for the entire process. There would be a total of 1,002 API
calls.

e ACreateMultipartUpload call to start the process.

« 1,000 individual UploadPart calls, each uploading a part of 100 MB, for a total size of 100 GB.
« ACompleteMultipartUpload call to complete the process.

Multipart upload listings

You can list the parts of a specific multipart upload or all in-progress multipart uploads. The list
parts operation returns the parts information that you uploaded for a specific multipart upload.
For each list parts request, Amazon S3 returns the parts information for the specified multipart
upload, up to a maximum of 1,000 parts. If there are more than 1,000 parts in the multipart
upload, you must send a series of list part requests to retrieve all of the parts. Note that the
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returned list of parts doesn't include parts that haven't finished uploading. Using the list multipart
uploads operation, you can obtain a list of multipart uploads that are in progress.

An in-progress multipart upload is an upload that you have initiated, but have not yet completed
or stopped. Each request returns at most 1,000 multipart uploads. If there are more than 1,000
multipart uploads in progress, you must send additional requests to retrieve the remaining
multipart uploads. Use the returned listing only for verification.

/A Important

Do not use the result of this listing when sending a complete multipart upload request.
Instead, maintain your own list of the part numbers that you specified when uploading
parts and the corresponding ETag values that Amazon S3 returns.

Checksums with multipart upload operations

When you upload an object to Amazon S3, you can specify a checksum algorithm for Amazon S3
to use. By default, the AWS SDK and S3 console use an algorithm for all object uploads, which

you can override. If you're using an older SDK and your uploaded object doesn't have a specified
checksum, Amazon S3 automatically uses the CRC-64NVME checksum algorithm. (This is also the
recommended option for efficient data integrity verification.) When using CRC-64NVME, Amazon
S3 calculates the checksum of the full object after the multipart or single part upload is complete.
The CRC-64NVME checksum algorithm is used to calculate either a direct checksum of the entire
object, or a checksum of the checksums, for each individual part.

After you upload an object to S3 using multipart upload, Amazon S3 calculates the checksum value
for each part, or for the full object—and stores the values. You can use the S3 APl or AWS SDK to
retrieve the checksum value in the following ways:

 Forindividual parts, you can use GetObject or HeadObject. If you want to retrieve the

checksum values for individual parts of multipart uploads while they're still in process, you can
use ListParts.

 For the entire object, you can use PutObject. If you want to perform a multipart upload with
a full object checksum, use CreateMultipartUpload and CompleteMultipartUpload by
specifying the full object checksum type. To validate the checksum value of the entire object or
to confirm which checksum type is being used in the multipart upload, use ListParts.
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/A Important

If you're using a multipart upload with Checksums, the part numbers for each part upload
(in the multipart upload) must use consecutive part numbers. When using Checksumes,

if you try to complete a multipart upload request with nonconsecutive part numbers,
Amazon S3 generates an HTTP 500 Internal Server error.

For more information about how checksums work with multipart upload objects, see Checking
object integrity in Amazon S3.

For an end-to-end procedure that demonstrates how to upload an object using multipart upload
with an additional checksum, see Tutorial: Upload an object through multipart upload and verify its

data integrity.

Concurrent multipart upload operations

In a distributed development environment, it is possible for your application to initiate several
updates on the same object at the same time. Your application might initiate several multipart
uploads using the same object key. For each of these uploads, your application can then upload
parts and send a complete upload request to Amazon S3 to create the object. When the buckets
have S3 Versioning enabled, completing a multipart upload always creates a new version. When
you initiate multiple multipart uploads that use the same object key in a versioning-enabled
bucket, the current version of the object is determined by which upload started most recently
(createdDate).

For example, you start a CreateMultipartUpload request for an object at 10:00 AM. Then, you
submit a second CreateMultipartUpload request for the same object at 11:00 AM. Because

the second request was submitted the most recently, the object uploaded by the 11:00 AM request
becomes the current version, even if the first upload is completed after the second one. For buckets
that don't have versioning enabled, it's possible that any other request received between the

time when the multipart upload is initiated and when it completes, the other request might take
precedence.

Another example of when a concurrent multipart upload request can take precedence is if another
operation deletes a key after you initiate a multipart upload with that key. Before you complete
the operation, the complete multipart upload response might indicate a successful object creation
without you ever seeing the object.
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Prevent uploading objects with identical key names during multipart upload

You can check for the existence of an object in your bucket before creating it using a conditional
write on upload operations. This can prevent overwrites of existing data. Conditional writes will
validate that there is no existing object with the same key name already in your bucket while
uploading.

You can use conditional writes for PutObject or CompleteMultipartUpload requests.

For more information about conditional requests see, Add preconditions to S3 operations with

conditional requests.

Multipart upload and pricing

After you initiate a multipart upload, Amazon S3 retains all the parts until you either complete or
stop the upload. Throughout its lifetime, you are billed for all storage, bandwidth, and requests for
this multipart upload and its associated parts.

These parts are billed according to the storage class specified when the parts are uploaded.
However, you will not be billed for these parts if they're uploaded to S3 Glacier Flexible Retrieval
or S3 Glacier Deep Archive. In-progress multipart parts for a PUT request to the S3 Glacier
Flexible Retrieval storage class are billed as S3 Glacier Flexible Retrieval staging storage at S3
Standard storage rates until the upload completes. In addition, both CreateMultipartUpload
and UploadPart are billed at S3 Standard rates. Only the CompleteMultipartUpload
request is billed at the S3 Glacier Flexible Retrieval rate. Similarly, in-progress multipart

parts for a PUT to the S3 Glacier Deep Archive storage class are billed as S3 Glacier Flexible
Retrieval staging storage at S3 Standard storage rates until the upload completes, with only the
CompleteMultipartUpload request charged at S3 Glacier Deep Archive rates.

If you stop the multipart upload, Amazon S3 deletes upload artifacts and all parts that you
uploaded. You will not be billed for those artifacts. There are no early delete charges for deleting
incomplete multipart uploads regardless of storage class specified. For more information about
pricing, see Amazon S3 pricing.

(@ Note

To minimize your storage costs, we recommend that you configure a lifecycle rule to
delete incomplete multipart uploads after a specified number of days by using the
AbortIncompleteMultipartUpload action. For more information about creating a
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lifecycle rule to delete incomplete multipart uploads, see Configuring a bucket lifecycle
configuration to delete incomplete multipart uploads.

API support for multipart upload

The following sections in the Amazon Simple Storage Service API Reference describe the REST API
for multipart upload.

For a multipart upload walkthrough that uses AWS Lambda functions, see Uploading large objects

to Amazon S3 using multipart upload and transfer acceleration.

» Create Multipart Upload

» Upload Part
» Upload Part (Copy)

o Complete Multipart Upload

« Abort Multipart Upload

» List Parts
o List Multipart Uploads

AWS Command Line Interface support for multipart upload

The following topics in the AWS Command Line Interface describe the operations for multipart
upload.

o Initiate Multipart Upload

» Upload Part
» Upload Part (Copy)

o Complete Multipart Upload

» Abort Multipart Upload

o List Parts
o List Multipart Uploads

AWS SDK support for multipart upload
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You can use an AWS SDKs to upload an object in parts. For a list of AWS SDKs supported by API
action see:

o Create Multipart Upload

» Upload Part
» Upload Part (Copy)

o Complete Multipart Upload

« Abort Multipart Upload

o List Parts
o List Multipart Uploads

Multipart upload API and permissions

You must have the necessary permissions to use the multipart upload operations. You can use
access control lists (ACLs), the bucket policy, or the user policy to grant individuals permissions to
perform these operations. The following table lists the required permissions for various multipart
upload operations when using ACLs, a bucket policy, or a user policy.

Action Required permissions
Create You must be allowed to perform the s3:PutObject action on an object to
Multipart create a multipart upload request.
Upload
The bucket owner can allow other principals to perform the s3:PutObject
action.
Initiate You must be allowed to perform the s3:PutObject action on an object to
Multipart initiate a multipart upload.
Upload
The bucket owner can allow other principals to perform the s3:PutObject
action.
Initiator Container element that identifies who initiated the multipart upload. If the

initiator is an AWS account, this element provides the same information as the
Owner element. If the initiator is an IAM user, this element provides the user
ARN and display name.
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Action Required permissions

Upload Part You must be allowed to perform the s3:PutObject action on an object to
upload a part.

The bucket owner must allow the initiator to perform the s3:PutObject
action on an object in order for the initiator to upload a part for that object.

Upload Part You must be allowed to perform the s3:PutObject action onan object to
(Copy) upload a part. Because you are uploading a part from an existing object, you
must be allowed s3:GetObject on the source object.

For the initiator to upload a part for an object, the owner of the bucket must
allow the initiator to perform the s3:PutObject action on the object.

Complete You must be allowed to perform the s3:PutObject action on an object to
Multipart complete a multipart upload.
Upload

The bucket owner must allow the initiator to perform the s3:PutObject
action on an object in order for the initiator to complete a multipart upload for
that object.

Stop You must be allowed to perform the s3:AbortMultipartUpload actionto
Multipart stop a multipart upload.
Upload

By default, the bucket owner and the initiator of the multipart upload are
allowed to perform this action as a part of IAM and S3 bucket polices. If the
initiator is an IAM user, that user's AWS account is also allowed to stop that
multipart upload. With VPC endpoint policies, the initiator of the multipart
upload doesn't automatically gain the permission to perform the s3:AbortM
ultipartUpload action.

In addition to these defaults, the bucket owner can allow other principals
to perform the s3:AbortMultipartUpload action on an object. The
bucket owner can deny any principal the ability to perform the s3:AbortM
ultipartUpload action.
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Action Required permissions

List Parts You must be allowed to perform the s3:ListMultipartUploadParts
action to list parts in a multipart upload.

By default, the bucket owner has permission to list parts for any multipart
upload to the bucket. The initiator of the multipart upload has the permission
to list parts of the specific multipart upload. If the multipart upload initiator is
an IAM user, the AWS account controlling that IAM user also has permission to
list parts of that upload.

In addition to these defaults, the bucket owner can allow other principals to
perform the s3:ListMultipartUploadParts action on an object. The
bucket owner can also deny any principal the ability to perform the s3:ListMu
ltipartUploadParts action.

List Multipart  You must be allowed to perform the s3:ListBucketMultipartUploads
Uploads action on a bucket to list multipart uploads in progress to that bucket.

In addition to the default, the bucket owner can allow other principals to
perform the s3:ListBucketMultipartUploads action on the bucket.
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Action

AWS KMS
Encrypt and

Required permissions

To perform a multipart upload with encryption using an AWS Key Managemen
t Service (AWS KMS) KMS key, the requester must have the following permissio

User Guide

Decrypt ns:

related

o The kms:Decrypt and kms:GenerateDataKey actions on the key.

permissions

e The kms:GenerateDataKey action for the CreateMultipartUpload API.

o The kms:Decrypt action on the UploadPart and UploadPartCopy APIs.

These permissions are required because Amazon S3 must decrypt and read
data from the encrypted file parts before it completes the multipart upload.
The kms:Decrypt permission, and the server-side encryption with customer-
provided encryption keys, are also required for you to obtain an object's
checksum value. If you don't have these required permissions when you use the
CompleteMultipartUpload API, the object is created without a checksum value.

If your IAM user or role is in the same AWS account as the KMS key, then
validate that you have permissions on both the key and IAM policies. If your IAM
user or role belongs to a different account than the KMS key, then you must
have the permissions on both the key policy and your IAM user or role.

SSE-C
(server-side

When you use the CompleteMultipartUpload API, you must provide the SSE-C
(server-side encryption with customer-provided encryption keys), or your object
will be created without a checksum, and no checksum value is returned.

encryptio
n with
customer-
provided
encryption
keys)

For information on the relationship between ACL permissions and permissions in access policies,
see Mapping of ACL permissions and access policy permissions. For information about IAM users,
roles, and best practices, see IAM identities (users, user groups, and roles) in the IAM User Guide.
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Checksums with multipart upload operations

There are three Amazon S3 APIs that are used to perform the actual multipart upload:
CreateMultipartUpload, UploadPart, and CompleteMultipartUpload. The following table

indicates which checksum headers and values must be provided for each of the APIs:

Checksum Checksum type CreateMul UploadPart CompleteM
algorithm tipartUpl ultipartu
oad poad
CRC-64NVME Full object Required Optional Optional
headers: headers: headers:
x-amz-che x-amz-che x-amz-che
cksum-alg cksum-CRC cksum-alg
orithm 64nvme orithm
X-amz-crcbs
CRC-32 Full object Required Optional Optional
headers: headers: headers:
CRC-32C
x-amz-che x-amz-che x-amz-che
cksum-alg cksum-crc cksum-alg
orithm 64nvme orithm
x-amz-che X-amz-crc32
cksum-type
X-amz-crc
32c
CRC-32 Composite Required Required Required
headers: headers: headers:
CRC-32C
x-amz-che x-amz-che All part-level
Sl cksum-alg cksum-crc checksums need
SHA-256 orithm 32 to be included in

the CompleteM
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Configuring a bucket lifecycle configuration to delete incomplete multipart
uploads

As a best practice, we recommend that you configure a lifecycle rule by using the
AbortIncompleteMultipartUpload action to minimize your storage costs. For more
information about aborting a multipart upload, see Aborting a multipart upload.

Amazon S3 supports a bucket lifecycle rule that you can use to direct Amazon S3 to stop multipart
uploads that aren't completed within a specified number of days after being initiated. When a
multipart upload isn't completed within the specified time frame, it becomes eligible for an abort
operation. Amazon S3 then stops the multipart upload and deletes the parts associated with the
multipart upload. This rule applies to both existing multipart uploads and those that you create
later.

The following is an example lifecycle configuration that specifies a rule with the
AbortIncompleteMultipartUpload action.

<LifecycleConfiguration>
<Rule>
<ID>sample-rule</ID>
<Prefix></Prefix>
<Status>Enabled</Status>
<AbortIncompleteMultipartUpload>
<DaysAfterInitiation>7</DaysAfterInitiation>
</AbortIncompleteMultipartUpload>
</Rule>
</LifecycleConfiguration>

In the example, the rule doesn't specify a value for the Prefix element (the object key name
prefix). Therefore, the rule applies to all objects in the bucket for which you initiated multipart
uploads. Any multipart uploads that were initiated and weren't completed within seven days
become eligible for an abort operation. The abort action has no effect on completed multipart
uploads.

For more information about the bucket lifecycle configuration, see Managing the lifecycle of
objects.
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® Note

If the multipart upload is completed within the number of days specified in the rule, the
AbortIncompleteMultipartUpload lifecycle action does not apply (that is, Amazon S3
doesn't take any action). Also, this action doesn't apply to objects. No objects are deleted
by this lifecycle action. Additionally, you will not incur early delete charges for S3 Lifecycle
when you remove any incomplete multipart upload parts.

Using the S3 console

To automatically manage incomplete multipart uploads, you can use the S3 console to create

a lifecycle rule to expire incomplete multipart upload bytes from your bucket after a specified
number of days. The following procedure shows you how to add a lifecycle rule to delete
incomplete multipart uploads after 7 days. For more information about adding lifecycle rules, see
Setting an S3 Lifecycle configuration on a bucket.

To add a lifecycle rule to abort incomplete multipart uploads that are more than 7 days old

1.

Sign in to the AWS Management Console and open the Amazon S3 console at https://
console.aws.amazon.com/s3/.

In the Buckets list, choose the name of the bucket that you want to create a lifecycle rule for.
Choose the Management tab, and choose Create lifecycle rule.

In Lifecycle rule name, enter a name for your rule.

The name must be unique within the bucket.

Choose the scope of the lifecycle rule:

» To create a lifecycle rule for all objects with a specific prefix, choose Limit the scope of this
rule using one or more filters, and enter the prefix in the Prefix field.

» To create a lifecycle rule for all objects in the bucket, choose This rule applies to all objects
in the bucket, and choose | acknowledge that this rule applies to all objects in the bucket.

Under Lifecycle rule actions, select Delete expired object delete markers or incomplete
multipart uploads.

Under Delete expired object delete markers or incomplete multipart uploads, select Delete
incomplete multipart uploads.
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8. Inthe Number of days field, enter the number of days after which to delete incomplete
multipart uploads (for this example, 7 days).

9. Choose Create rule.

Using the AWS CLI

The following put-bucket-1lifecycle-configuration AWS Command Line Interface (AWS
CLI) command adds the lifecycle configuration for the specified bucket. To use this command,
replace the user input placeholders with your information.

aws s3api put-bucket-lifecycle-configuration \
--bucket amzn-s3-demo-bucket \
--lifecycle-configuration filename-containing-lifecycle-configuration

The following example shows how to add a lifecycle rule to abort incomplete multipart uploads
by using the AWS CLI. It includes an example JSON lifecycle configuration to abort incomplete
multipart uploads that are more than 7 days old.

To use the CLI commands in this example, replace the user input placeholders with your
information.

To add a lifecycle rule to abort incomplete multipart uploads

1. Set up the AWS CLI. For instructions, see Developing with Amazon S3 using the AWS CLI in the
Amazon S3 API Reference.

2. Save the following example lifecycle configuration in a file (for example, Lifecycle. json).
This example configuration specifies an empty prefix, and therefore it applies to all objects in
the bucket. To restrict the configuration to a subset of objects, you can specify a prefix.

"Rules": [
{
"ID": "Test Rule",
"Status": "Enabled",
"Filter": {
"Prefix":

1,
"AbortIncompleteMultipartUpload": {
"DaysAfterInitiation": 7

}
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}

}

3. Run the following CLI command to set this lifecycle configuration on your bucket.

aws s3api put-bucket-lifecycle-configuration \
--bucket amzn-s3-demo-bucket \
--lifecycle-configuration file://lifecycle. json

4. To verify that the lifecycle configuration has been set on your bucket, retrieve the lifecycle
configuration by using the following get-bucket-1lifecycle command.

aws s3api get-bucket-lifecycle \
--bucket amzn-s3-demo-bucket

5. To delete the lifecycle configuration, use the following delete-bucket-1ifecycle
command.

aws s3api delete-bucket-lifecycle \
--bucket amzn-s3-demo-bucket

Uploading an object using multipart upload

You can use the multipart upload to programmatically upload a single object to Amazon S3. Each
object is uploaded as a set of parts. Each part is a contiguous portion of the object's data. You can
upload these object parts independently and in any order. If transmission of any part fails, you
can retransmit that part without affecting other parts. After all parts of your object are uploaded,
Amazon S3 assembles these parts and creates the object.

For an end-to-end procedure on uploading an object with multipart upload with an additional
checksum, see Tutorial: Upload an object through multipart upload and verify its data integrity.

The following section show how to use multipart upload with the AWS Command Line Interface,
and AWS SDKs.

Using the S3 console

You can upload any file type—images, backups, data, movies, and so on—into an S3 bucket. The
maximum size of a file that you can upload by using the Amazon S3 console is 160 GB. To upload a
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file larger than 160 GB, use the AWS Command Line Interface (AWS CLI), AWS SDKs, or Amazon S3
REST API.

For instructions on uploading an object via the AWS Management Console, see Uploading objects.

Using the AWS CLI
The following describe the Amazon S3 operations for multipart upload using the AWS CLI.

o Initiate Multipart Upload

« Upload Part
» Upload Part (Copy)

o Complete Multipart Upload
» Abort Multipart Upload
o List Parts

o List Multipart Uploads

Using the REST API

The following sections in the Amazon Simple Storage Service API Reference describe the REST API
for multipart upload.

o Initiate Multipart Upload

« Upload Part

o Complete Multipart Upload
» Stop Multipart Upload
 List Parts

« List Multipart Uploads

Using the AWS SDKs (high-level API)

Some AWS SDKs expose a high-level API that simplifies multipart upload by combining the
different APl operations required to complete a multipart upload into a single operation. For more
information, see Uploading and copying objects using multipart upload in Amazon S3.

If you need to pause and resume multipart uploads, vary part sizes during the upload, or do not
know the size of the data in advance, use the low-level APl methods. The low-level APl methods
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for multipart uploads offer additional functionality, for more information, see Using the AWS SDKs
(low-level API).

.NET

To upload a file to an S3 bucket, use the TransferUtility class. When uploading data from a
file, you must provide the object's key name. If you don't, the API uses the file name for the key
name. When uploading data from a stream, you must provide the object's key name.

To set advanced upload options—such as the part size, the number of threads when
uploading the parts concurrently, metadata, the storage class, or ACL—use the
TransferUtilityUploadRequest class.

(® Note

When you're using a stream for the source of data, the TransferUtility class does
not do concurrent uploads.

The following C# example uploads a file to an Amazon S3 bucket in multiple parts. It shows
how to use various TransferUtility.Upload overloads to upload a file. Each successive call
to upload replaces the previous upload. For information about setting up and running the code
examples, see Getting Started with the AWS SDK for .NET in the AWS SDK for .NET Developer
Guide.

using Amazon;

using Amazon.S3;

using Amazon.S3.Transfer;
using System;

using System.IO;

using System.Threading.Tasks;

namespace Amazon.DocSamples.S3

{
class UploadFileMPUHighLevelAPITest
{
private const string bucketName = "*** provide bucket name ***";
private const string keyName = "*** provide a name for the uploaded object

LRk UL
’

private const string filePath = "*** provide the full path name of the file
to upload ***";
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// Specify your bucket region (an example region is shown).

private static readonly RegionEndpoint bucketRegion =
RegionEndpoint.USWest2;

private static IAmazonS3 s3Client;

public static void Main()

{
s3Client = new AmazonS3Client(bucketRegion);
UploadFileAsync().Wait();
}
private static async Task UploadFileAsync()
{
try
{
var fileTransferUtility =
new TransferUtility(s3Client);
// Option 1. Upload a file. The file name is used as the object key
name.
await fileTransferUtility.UploadAsync(filePath, bucketName);
Console.WriteLine("Upload 1 completed");
// Option 2. Specify object key name explicitly.
await fileTransferUtility.UploadAsync(filePath, bucketName,
keyName) ;

Console.WritelLine("Upload 2 completed");

// Option 3. Upload data from a type of System.IO.Stream.
using (var fileToUpload =
new FileStream(filePath, FileMode.Open, FileAccess.Read))

await fileTransferUtility.UploadAsync(fileToUpload,
bucketName, keyName);
}
Console.WritelLine("Upload 3 completed");

// Option 4. Specify advanced settings.
var fileTransferUtilityRequest = new TransferUtilityUploadRequest
{
BucketName = bucketName,
FilePath = filePath,
StorageClass = S3StorageClass.StandardInfrequentAccess,
PartSize = 6291456, // 6 MB.
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Key = keyName,

CannedACL = S3CannedACL.PublicRead
};
fileTransferUtilityRequest.Metadata.Add("paraml", "Valuel");
fileTransferUtilityRequest.Metadata.Add("param2", "Value2");

await fileTransferUtility.UploadAsync(fileTransferUtilityRequest);
Console.WritelLine("Upload 4 completed");
}
catch (AmazonS3Exception e)
{
Console.WriteLine("Error encountered on server. Message:'{0}' when
writing an object", e.Message);
}
catch (Exception e)
{
Console.WriteLine("Unknown encountered on server. Message:'{0}' when
writing an object", e.Message);

}

JavaScript
Example

Upload a large file.

import { S3Client } from "eaws-sdk/client-s3";
import { Upload } from "@aws-sdk/lib-storage";

import {
ProgressBar,
logger,
} from "eaws-doc-sdk-examples/lib/utils/util-log.js";

const twentyFiveMB = 25 * 1024 * 1024;

export const createString = (size = twentyFiveMB) => {

return "x".repeat(size);

};
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/**
* Create a 25MB file and upload it in parts to the specified
* Amazon S3 bucket.
* @param {{ bucketName: string, key: string }}
*/
export const main = async ({ bucketName, key }) => {
const str = createString();
const buffer = Buffer.from(str, "utf8");
const progressBar = new ProgressBar({
description: ‘Uploading "${keyl}" to "${bucketNamel}"",
barLength: 30,
1)

try {
const upload = new Upload({
client: new S3Client({}),
params: {
Bucket: bucketName,
Key: key,
Body: buffer,
},
18

upload.on("httpUploadProgress", ({ loaded, total }) => {
progressBar.update({ current: loaded, total });
1);

await upload.done();
} catch (caught) {

if (caught instanceof Error && caught.name === "AbortError") {
logger.error( Multipart upload was aborted. ${caught.message}’);

} else {
throw caught;

}

}
I
Example

Download a large file.

import { GetObjectCommand, NoSuchKey, S3Client } from "@aws-sdk/client-s3";
import { createWriteStream, rmSync } from "node:fs";
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const s3Client = new S3Client({});
const oneMB = 1024 * 1024;

export const getObjectRange = ({ bucket, key, start, end }) => {

const command = new GetObjectCommand({
Bucket: bucket,
Key: key,
Range: ‘bytes=${start}-${end}",

18

return s3Client.send(command);

i

/**
* @param {string | undefined} contentRange

*/

export const getRangeAndLength = (contentRange) => {

const [range, length] = contentRange.split("/");
const [start, end] = range.split("-");
return {
start: Number.parselnt(start),
end: Number.parseInt(end),
length: Number.parseInt(length),
};
I

export const isComplete = ({ end, length }) => end

const downloadInChunks = async ({ bucket, key }) => {

const writeStream = createWriteStream(

fileURLToPath(new URL("./${key} ', import.meta.url)),

).on("error", (err) => console.error(err));

let rangeAndLength = { start: -1, end: -1, length: -1 };

while (!isComplete(rangeAndLength)) {
const { end } = rangeAndLength;

const nextRange = { start: end + 1, end: end + oneMB };

const { ContentRange, Body } = await getObjectRange({

bucket,
key,
...nextRange,

length - 1;
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1)
console.log( ‘Downloaded bytes ${nextRange.start} to ${nextRange.end}’);

writeStream.write(await Body.transformToByteArray());
rangeAndLength = getRangeAndLength(ContentRange);

* Download a large object from and Amazon S3 bucket.

* When downloading a large file, you might want to break it down into
* smaller pieces. Amazon S3 accepts a Range header to specify the start
* and end of the byte range to be downloaded.

* @param {{ bucketName: string, key: string }}
*/
export const main = async ({ bucketName, key }) => {
try {
await downloadInChunks({
bucket: bucketName,
key: key,
1);
} catch (caught) {
if (caught instanceof NoSuchKey) {
console.error( ‘Failed to download object. No such key "${keyl}".");
rmSync(key);
}

};
Go

For more information about the Go code example for multipart upload, see Upload or
download large files to and from Amazon S3 using an AWS SDK.

Example

Upload a large object by using an upload manager to break the data into parts and upload
them concurrently.

import (
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"bytes"
"context"
"errors"
"fmt"

10
Illogll

oS
"time"

"github.com/aws/aws-sdk-go-v2/aws"
"github.com/aws/aws-sdk-go-v2/feature/s3/manager"
"github.com/aws/aws-sdk-go-v2/service/s3"
"github.com/aws/aws-sdk-go-v2/service/s3/types"
"github.com/aws/smithy-go"

// BucketBasics encapsulates the Amazon Simple Storage Service (Amazon S3) actions
// used in the examples.
// It contains S3Client, an Amazon S3 service client that is used to perform bucket
// and object actions.

type BucketBasics struct {

S3Client *s3.Client

}

// UploadLargeObject uses an upload manager to upload data to an object in a bucket.
// The upload manager breaks large data into parts and uploads the parts
concurrently.
func (basics BucketBasics) UploadlLargeObject(ctx context.Context, bucketName string,
objectKey string, largeObject []byte) error {
largeBuffer := bytes.NewReader(largeObject)
var partMiBs int64 = 10

uploader := manager.NewUploader(basics.S3Client, func(u *manager.Uploader) {
u.PartSize = partMiBs * 1024 * 1024
1)

_, err := uploader.Upload(ctx, &s3.PutObjectInput{
Bucket: aws.String(bucketName),

Key: aws.String(objectKey),
Body: largeBuffer,

1)

if err !'= nil {

var apiErr smithy.APIError
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if errors.As(err, &apiErr) && apiErr.ErrorCode() == "EntityToolLarge" {
log.Printf("Error while uploading object to %s. The object is too large.\n"+
"The maximum size for a multipart upload is 5TB.", bucketName)
} else {
log.Printf("Couldn't upload large object to %v:%v. Here's why: %v\n",
bucketName, objectKey, err)
}
} else {
err = s3.NewObjectExistsWaiter(basics.S3Client).Wait(
ctx, &s3.HeadObjectInput{Bucket: aws.String(bucketName), Key:
aws.String(objectKey)}, time.Minute)

if err !'= nil {
log.Printf("Failed attempt to wait for object %s to exist.\n", objectKey)
}
}
return err
}
Example

Download a large object by using a download manager to get the data in parts and download
them concurrently.

// DownloadLargeObject uses a download manager to download an object from a bucket.

// The download manager gets the data in parts and writes them to a buffer until all
of

// the data has been downloaded.

func (basics BucketBasics) DownloadlLargeObject(ctx context.Context, bucketName
string, objectKey string) ([JIbyte, error) {
var partMiBs int64 = 10

downloader := manager.NewDownloader(basics.S3Client, func(d *manager.Downloader) {
d.PartSize = partMiBs * 1024 * 1024

1)

buffer := manager.NewWriteAtBuffer([]byte{})

_, err := downloader.Download(ctx, buffer, &s3.GetObjectInput{
Bucket: aws.String(bucketName),

Key: aws.String(objectKey),
b
if err !'= nil {

log.Printf("Couldn't download large object from %v:%v. Here's why: %Sv\n",
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bucketName, objectKey, err)

}

return buffer.Bytes(), err

}

PHP

This topic explains how to use the high-level Aws\S3\Model\MultipartUpload
\UploadBuilder class from the AWS SDK for PHP for multipart file uploads. For more
information about the AWS SDK for Ruby API, go to AWS SDK for Ruby - Version 2.

The following PHP example uploads a file to an Amazon S3 bucket. The example demonstrates
how to set parameters for the MultipartUploader object.

require 'vendor/autoload.php';

use Aws\Exception\MultipartUploadException;
use Aws\S3\MultipartUploader;
use Aws\S3\S3Client;

$bucket = '*** Your Bucket Name ***';
$keyname = '*** Your Object Key ***';

$s3 = new S3Client([
'version' => 'latest',
'region' => 'us-east-1'

1)

// Prepare the upload parameters.

$uploader = new MultipartUploader($s3, '/path/to/large/file.zip', [
'bucket' => $bucket,
"key! => $keyname

1D

// Perform the upload.
try {

$result = $uploader->upload();

echo "Upload complete: {$result['ObjectURL']}" . PHP_EOL;
} catch (MultipartUploadException $e) {

echo $e->getMessage() . PHP_EOL;
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Python

The following example loads an object using the high-level multipart upload Python API (the
TransferManager class).

import sys
import threading

import boto3

from boto3.s3.transfer import TransferConfig

MB
s3

1024 * 1024
boto3.resource("s3")

class TransferCallback:

Handle callbacks from the transfer manager.

The transfer manager periodically calls the __call__ method throughout
the upload and download process so that it can take action, such as
displaying progress to the user and collecting data about the transfer.

def __init__ (self, target_size):
self._target_size = target_size
self._total_transferred = 0
self._lock = threading.Lock()
self.thread_info = {}

def __call__ (self, bytes_transferred):

The callback method that is called by the transfer manager.

Display progress during file transfer and collect per-thread transfer
data. This method can be called by multiple threads, so shared instance
data is protected by a thread lock.
thread = threading.current_thread()
with self._lock:

self._total_transferred += bytes_transferred

if thread.ident not in self.thread_info.keys():

self.thread_info[thread.ident] = bytes_transferred
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def

def

else:
self.thread_info[thread.ident] += bytes_transferred

target = self._target_size * MB

sys.stdout.write(
f"\r{self._total_transferred} of {target} transferred "
f"({(self._total_transferred / target) * 100:.2f}%)."

)
sys.stdout.flush()

upload_with_default_configuration(
local_file_path, bucket_name, object_key, file_size_mb

Upload a file from a local folder to an Amazon S3 bucket, using the default
configuration.
transfer_callback = TransferCallback(file_size_mb)
s3.Bucket(bucket_name).upload_file(

local_file_path, object_key, Callback=transfer_callback
)

return transfer_callback.thread_info

upload_with_chunksize_and_meta(
local_file_path, bucket_name, object_key, file_size_mb, metadata=None

Upload a file from a local folder to an Amazon S3 bucket, setting a
multipart chunk size and adding metadata to the Amazon S3 object.

The multipart chunk size controls the size of the chunks of data that are
sent in the request. A smaller chunk size typically results in the transfer
manager using more threads for the upload.

The metadata is a set of key-value pairs that are stored with the object
in Amazon S3.

transfer_callback = TransferCallback(file_size_mb)

config = TransferConfig(multipart_chunksize=1 * MB)
extra_args = {"Metadata": metadatal} if metadata else None
s3.Bucket(bucket_name).upload_file(
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def

local_file_path,

object_key,

Config=config,

ExtraArgs=extra_args,

Callback=transfer_callback,
)

return transfer_callback.thread_info

upload_with_high_threshold(local_file_path, bucket_name, object_key,

file_size_mb):

def

Upload a file from a local folder to an Amazon S3 bucket, setting a
multipart threshold larger than the size of the file.

Setting a multipart threshold larger than the size of the file results
in the transfer manager sending the file as a standard upload instead of
a multipart upload.
transfer_callback = TransferCallback(file_size_mb)
config = TransferConfig(multipart_threshold=file_size_mb * 2 * MB)
s3.Bucket(bucket_name).upload_file(
local_file_path, object_key, Config=config, Callback=transfer_callback
)

return transfer_callback.thread_info

upload_with_sse(
local_file_path, bucket_name, object_key, file_size_mb, sse_key=None

Upload a file from a local folder to an Amazon S3 bucket, adding server-side
encryption with customer-provided encryption keys to the object.

When this kind of encryption is specified, Amazon S3 encrypts the object
at rest and allows downloads only when the expected encryption key is
provided in the download request.
transfer_callback = TransferCallback(file_size_mb)
if sse_key:
extra_args = {"SSECustomerAlgorithm": "AES256", "SSECustomerKey": sse_key}
else:
extra_args = None
s3.Bucket(bucket_name).upload_file(
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local_file_path, object_key, ExtraArgs=extra_args,

Callback=transfer_callback

def

def

def

)

return transfer_callback.thread_info

download_with_default_configuration(
bucket_name, object_key, download_file_path, file_size_mb

Download a file from an Amazon S3 bucket to a local folder, using the

default configuration.

transfer_callback = TransferCallback(file_size_mb)

s3.Bucket(bucket_name).Object(object_key).download_file(
download_file_path, Callback=transfer_callback

)

return transfer_callback.thread_info

download_with_single_thread(
bucket_name, object_key, download_file_path, file_size_mb

Download a file from an Amazon S3 bucket to a local folder, using a

single thread.

transfer_callback = TransferCallback(file_size_mb)

config = TransferConfig(use_threads=False)

s3.Bucket(bucket_name).0Object(object_key).download_file(
download_file_path, Config=config, Callback=transfer_callback

)

return transfer_callback.thread_info

download_with_high_threshold(
bucket_name, object_key, download_file_path, file_size_mb

Download a file from an Amazon S3 bucket to a local folder, setting a
multipart threshold larger than the size of the file.

Setting a multipart threshold larger than the size of the file results
in the transfer manager sending the file as a standard download instead
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def

of a multipart download.

transfer_callback = TransferCallback(file_size_mb)

config = TransferConfig(multipart_threshold=file_size_mb * 2 * MB)

s3.Bucket(bucket_name).Object(object_key).download_file(
download_file_path, Config=config, Callback=transfer_callback

)

return transfer_callback.thread_info

download_with_sse(
bucket_name, object_key, download_file_path, file_size_mb, sse_key

Download a file from an Amazon S3 bucket to a local folder, adding a
customer-provided encryption key to the request.

When this kind of encryption is specified, Amazon S3 encrypts the object
at rest and allows downloads only when the expected encryption key is
provided in the download request.

transfer_callback = TransferCallback(file_size_mb)

if sse_key:
extra_args = {"SSECustomerAlgorithm": "AES256", "SSECustomerKey": sse_key}
else:

extra_args = None
s3.Bucket(bucket_name).0Object(object_key).download_file(

download_file_path, ExtraArgs=extra_args, Callback=transfer_callback
)

return transfer_callback.thread_info

Using the AWS SDKs (low-level API)

The AWS SDK exposes a low-level API that closely resembles the Amazon S3 REST API for multipart
uploads (see Uploading and copying objects using multipart upload in Amazon S3. Use the low-

level API when you need to pause and resume multipart uploads, vary part sizes during the upload,

or do not know the size of the upload data in advance. When you don't have these requirements,
use the high-level API (see Using the AWS SDKs (high-level API)).
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Java

The following example shows how to use the low-level Java classes to upload a file. It performs
the following steps:

« Initiates a multipart upload using the AmazonS3Client.initiateMultipartUpload()
method, and passes inan InitiateMultipartUploadRequest object.

« Saves the upload ID that the AmazonS3Client.initiateMultipartUpload() method
returns. You provide this upload ID for each subsequent multipart upload operation.

» Uploads the parts of the object. For each part, you call the
AmazonS3Client.uploadPart() method. You provide part upload information using an
UploadPartRequest object.

« For each part, saves the ETag from the response of the AmazonS3Client.uploadPart()
method in a list. You use the ETag values to complete the multipart upload.

« Calls the AmazonS3Client.completeMultipartUpload() method to complete the
multipart upload.

Example

For instructions on creating and testing a working sample, see Getting Started in the AWS SDK

for Java Developer Guide.

import com.amazonaws.AmazonServiceException;

import com.amazonaws.SdkClientException;

import com.amazonaws.auth.profile.ProfileCredentialsProvider;
import com.amazonaws.regions.Regions;

import com.amazonaws.services.s3.AmazonS3;

import com.amazonaws.services.s3.AmazonS3ClientBuilder;
import com.amazonaws.services.s3.model.*;

import java.io.File;

import java.io.IOException;
import java.util.Arraylist;
import java.util.lList;

public class LowLevelMultipartUpload {

public static void main(String[] args) throws IOException {
Regions clientRegion = Regions.DEFAULT_REGION;
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String bucketName = "*** Bucket name ***";
String keyName = "*** Key name ***";
String filePath = "*** Path to file to upload ***";

File file = new File(filePath);
long contentLength = file.length();
long partSize = 5 * 1024 * 1024; // Set part size to 5 MB.

try {
AmazonS3 s3Client = AmazonS3ClientBuilder.standard()
.withRegion(clientRegion)
.withCredentials(new ProfileCredentialsProvider())
.build();

// Create a list of ETag objects. You retrieve ETags for each object
part

// uploaded,

// then, after each individual part has been uploaded, pass the list of
ETags to

// the request to complete the upload.

List<PartETag> partETags = new ArraylList<PartETag>();

// Initiate the multipart upload.

InitiateMultipartUploadRequest initRequest
InitiateMultipartUploadRequest(bucketName, keyName);

InitiateMultipartUploadResult initResponse
s3Client.initiateMultipartUpload(initRequest);

new

// Upload the file parts.
long filePosition = 0;
for (int i = 1; filePosition < contentLength; i++) {
// Because the last part could be less than 5 MB, adjust the part
size as
// needed.
partSize = Math.min(partSize, (contentLength - filePosition));

// Create the request to upload a part.

UploadPartRequest uploadRequest = new UploadPartRequest()
.withBucketName(bucketName)
.withKey(keyName)
.withUploadId(initResponse.getUploadId())
.withPartNumber (i)
.withFileOffset(filePosition)
.withFile(file)
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.withPartSize(partSize);

// Upload the part and add the response's ETag to our list.
UploadPartResult uploadResult = s3Client.uploadPart(uploadRequest);
partETags.add(uploadResult.getPartETag());

filePosition += partSize;

// Complete the multipart upload.
CompleteMultipartUploadRequest compRequest = new
CompleteMultipartUploadRequest(bucketName, keyName,
initResponse.getUploadId(), partETags);

s3Client.completeMultipartUpload(compRequest);

} catch (AmazonServiceException e) {
// The call was transmitted successfully, but Amazon S3 couldn't process
// it, so it returned an error response.
e.printStackTrace();

} catch (SdkClientException e) {
// Amazon S3 couldn't be contacted for a response, or the client
// couldn't parse the response from Amazon S3.
e.printStackTrace();

.NET

The following C# example shows how to use the low-level AWS SDK for .NET multipart upload
API to upload a file to an S3 bucket. For information about Amazon S3 multipart uploads, see
Uploading and copying objects using multipart upload in Amazon S3.

(® Note

When you use the AWS SDK for .NET API to upload large objects, a timeout might occur
while data is being written to the request stream. You can set an explicit timeout using
the UploadPartRequest.
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The following C# example uploads a file to an S3 bucket using the low-level multipart upload
API. For information about setting up and running the code examples, see Getting Started with
the AWS SDK for .NET in the AWS SDK for .NET Developer Guide.

using Amazon;

using Amazon.Runtime;

using Amazon.S3;

using Amazon.S3.Model;

using System;

using System.Collections.Generic;
using System.IO;

using System.Threading.Tasks;

namespace Amazon.DocSamples.S3

{
class UploadFileMPULowLevelAPITest
{
private const string bucketName = "*** provide bucket name ***";
private const string keyName = "*** provide a name for the uploaded object

*k kN

private const string filePath = "*** provide the full path name of the file
to upload ***";

// Specify your bucket region (an example region is shown).

private static readonly RegionEndpoint bucketRegion =
RegionEndpoint.USWest2;

private static IAmazonS3 s3Client;

public static void Main()

{
s3Client = new AmazonS3Client(bucketRegion);
Console.WritelLine("Uploading an object");
UploadObjectAsync().Wait();

}

private static async Task UploadObjectAsync()
{
// Create list to store upload part responses.
List<UploadPartResponse> uploadResponses = new
List<UploadPartResponse>();

// Setup information required to initiate the multipart upload.
InitiateMultipartUploadRequest initiateRequest = new
InitiateMultipartUploadRequest
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{

BucketName = bucketName,
Key = keyName
13

// Initiate the upload.
InitiateMultipartUploadResponse initResponse =
await s3Client.InitiateMultipartUploadAsync(initiateRequest);

// Upload parts.
long contentLength = new FileInfo(filePath).Length;
long partSize = 5 * (long)Math.Pow(2, 20); // 5 MB

try
{
Console.WritelLine("Uploading parts");

long filePosition = 0;
for (int i = 1; filePosition < contentlLength; i++)
{
UploadPartRequest uploadRequest = new UploadPartRequest
{
BucketName = bucketName,
Key = keyName,
UploadId = initResponse.UploadId,
PartNumber = i,
PartSize = partSize,
FilePosition = filePosition,
FilePath = filePath
I

// Track upload progress.
uploadRequest.StreamTransferProgress +=
new
EventHandler<StreamTransferProgressArgs>(UploadPartProgressEventCallback);

// Upload a part and add the response to our list.
uploadResponses.Add(await

s3Client.UploadPartAsync(uploadRequest));

filePosition += partSize;

// Setup to complete the upload.
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CompleteMultipartUploadRequest completeRequest = new
CompleteMultipartUploadRequest
{
BucketName = bucketName,
Key = keyName,
UploadId = initResponse.UploadId
};
completeRequest.AddPartETags(uploadResponses);

// Complete the upload.
CompleteMultipartUploadResponse completeUploadResponse =
await s3Client.CompleteMultipartUploadAsync(completeRequest);

}
catch (Exception exception)
{

Console.WriteLine("An AmazonS3Exception was thrown: { 0}",

exception.Message);

// Abort the upload.
AbortMultipartUploadRequest abortMPURequest = new
AbortMultipartUploadRequest

{

BucketName = bucketName,

Key = keyName,

UploadId = initResponse.UploadId
};

await s3Client.AbortMultipartUploadAsync(abortMPURequest);

}
public static void UploadPartProgressEventCallback(object sender,

StreamTransferProgressArgs e)

{

// Process event.
Console.WriteLine("{0}/{1}", e.TransferredBytes, e.TotalBytes);

PHP

This topic shows how to use the low-level uploadPart method from version 3 of the AWS SDK
for PHP to upload a file in multiple parts. For more information about the AWS SDK for Ruby
API, go to AWS SDK for Ruby - Version 2.
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The following PHP example uploads a file to an Amazon S3 bucket using the low-level PHP API
multipart upload.

require 'vendor/autoload.php';

use Aws\S3\Exception\S3Exception;
use Aws\S3\S3Client;

$bucket = '*** Your Bucket Name ***';
$keyname = '*** Your Object Key ***';
$filename = '*** Path to and Name of the File to Upload ***';

$s3 = new S3Client([
'version' => 'latest',

'region' => 'us-east-1'

1D;

$result = $s3->createMultipartUpload([
'Bucket' => $bucket,
'Key' => $keyname,
'StorageClass' => 'REDUCED_REDUNDANCY',
'Metadata’ => [

'paraml' => 'value 1',
'param2' => 'value 2',
'param3' => 'value 3'

1);
$uploadId = $result['UploadId'];

// Upload the file in parts.
try {
$file = fopen($filename, 'r');
$partNumber = 1;
while (!feof($file)) {
$result = $s3->uploadPart([

'Bucket' => $bucket,

'Key' => $keyname,

'UploadId’ => $uploadIld,

"PartNumber' => $partNumber,

'Body' => fread($file, 5 * 1024 * 1024),

1);
$parts['Parts'][$partNumber] = [
'"PartNumber' => $partNumber,
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'"ETag' => $result['ETag'],

1;

$partNumber++;

echo "Uploading part $partNumber of $filename." . PHP_EOL;
}
fclose($file);

} catch (S3Exception $e) {
$result = $s3->abortMultipartUpload([

'Bucket' => $bucket,
'Key' => $keyname,
'UploadId' => $uploadId
1);
echo "Upload of $filename failed." . PHP_EOL;

// Complete the multipart upload.
$result = $s3->completeMultipartUpload([

'Bucket' => $bucket,

'Key' => $keyname,
'UploadId' => $uploadId,
"MultipartUpload' => $parts,

1)

$url = $result['Location'];

echo "Uploaded $filename to $url." . PHP_EOL;

Using the AWS SDK for Ruby

The AWS SDK for Ruby version 3 supports Amazon S3 multipart uploads in two ways. For the first
option, you can use managed file uploads. For more information, see Uploading Files to Amazon S3
in the AWS Developer Blog. Managed file uploads are the recommended method for uploading files
to a bucket. They provide the following benefits:

« Manage multipart uploads for objects larger than 15MB.
» Correctly open files in binary mode to avoid encoding issues.

« Use multiple threads for uploading parts of large objects in parallel.

Alternatively, you can use the following multipart upload client operations directly:
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o create_multipart_upload - Initiates a multipart upload and returns an upload ID.

« upload_part — Uploads a part in a multipart upload.

» upload_part_copy — Uploads a part by copying data from an existing object as data source.

o complete_multipart_upload — Completes a multipart upload by assembling previously uploaded
parts.

o abort_multipart_upload — Stops a multipart upload.

Uploading a directory using the high-level .NET TransferUtility class

You can use the TransferUtility class to upload an entire directory. By default, the APl uploads
only the files at the root of the specified directory. You can, however, specify recursively uploading
files in all of the sub directories.

To select files in the specified directory based on filtering criteria, specify filtering expressions. For
example, to upload only the PDF files from a directory, specify the "*.pdf" filter expression.

When uploading files from a directory, you don't specify the key names for the resulting objects.
Amazon S3 constructs the key names using the original file path. For example, assume that you
have a directory called c:\myfolder with the following structure:

Example

C:\myfolder
\a.txt
\b.pdf
\media\
An.mp3

When you upload this directory, Amazon S3 uses the following key names:

Example

a.txt
b.pdf
media/An.mp3
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Example

The following C# example uploads a directory to an Amazon S3 bucket. It shows how to use

various TransferUtility.UploadDirectory overloads to upload the directory. Each successive
call to upload replaces the previous upload. For information about setting up and running the code
examples, see Getting Started with the AWS SDK for .NET in the AWS SDK for .NET Developer Guide.

using Amazon;

using Amazon.S3;

using Amazon.S3.Transfer;
using System;

using System.IO;

using System.Threading.Tasks;

namespace Amazon.DocSamples.S3
{
class UploadDirMPUHighLevelAPITest
{
private const string existingBucketName = "*** bucket name ***";
private const string directoryPath = @"*** directory path ***";
// The example uploads only .txt files.
private const string wildCard = "*.txt";
// Specify your bucket region (an example region is shown).
private static readonly RegionEndpoint bucketRegion = RegionEndpoint.USWest2;
private static IAmazonS3 s3Client;
static void Main()

{
s3Client = new AmazonS3Client(bucketRegion);
UploadDirAsync().Wait();
}
private static async Task UploadDirAsync()
{
try
{

var directoryTransferUtility =
new TransferUtility(s3Client);

// 1. Upload a directory.

await directoryTransferUtility.UploadDirectoryAsync(directoryPath,
existingBucketName);

Console.WritelLine("Upload statement 1 completed");
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}

// 2. Upload only the .txt files from a directory

// and search recursively.

await directoryTransferUtility.UploadDirectoryAsync(
directoryPath,
existingBucketName,
wildCard,

SearchOption.AllDirectories);
Console.WritelLine("Upload statement 2 completed");

// 3. The same as Step 2 and some optional configuration.
// Search recursively for .txt files to upload.
var request = new TransferUtilityUploadDirectoryRequest
{
BucketName = existingBucketName,
Directory = directoryPath,
SearchOption = SearchOption.AllDirectories,
SearchPattern = wildCard

};

await directoryTransferUtility.UploadDirectoryAsync(request);
Console.WritelLine("Upload statement 3 completed");

catch (AmazonS3Exception e)

{

e.Message);

}

Console.WritelLine(
"Error encountered ***. Message:'{0}' when writing an object",

catch (Exception e)

{

Console.WritelLine(
"Unknown encountered on server. Message:'{@}' when writing an

object", e.Message);

}

Listing multipart uploads

You can use the AWS CLI, REST API, or AWS SDKs, to retrieve a list of in-progress multipart uploads

in Amazon S3. You can use the multipart upload to programmatically upload a single object to
Amazon S3. Multipart uploads move objects into Amazon S3 by moving a portion of an object's

Using multipart upload

API Version 2006-03-01 256

User Guide



Amazon Simple Storage Service User Guide

data at a time. For more general information about multipart uploads, see Uploading and copying

objects using multipart upload in Amazon S3.

For an end-to-end procedure on uploading an object with multipart upload with an additional
checksum, see Tutorial: Upload an object through multipart upload and verify its data integrity.

The following section show how to list in-progress multipart uploads with the AWS Command Line
Interface, the Amazon S3 REST API, and AWS SDKs.

Listing multipart uploads using the AWS CLI

The following sections in the AWS Command Line Interface describe the operations for listing
multipart uploads.

« list-parts-list the uploaded parts for a specific multipart upload.

o list-multipart-uploads-list in-progress multipart uploads.

Listing multipart uploads using the REST API

The following sections in the Amazon Simple Storage Service API Reference describe the REST API
for listing multipart uploads:

 ListParts-list the uploaded parts for a specific multipart upload.
o ListMultipartUploads-Llist in-progress multipart uploads.

Listing multipart uploads using the AWS SDK (low-level API)
Java

The following tasks guide you through using the low-level Java classes to list all in-progress
multipart uploads on a bucket.

Low-level APl multipart uploads listing process

1 Create an instance of the ListMultipartUploadsRequest class and
provide the bucket name.

2 Run the AmazonS3Client.listMultipartUploads method. The method
returns an instance of the MultipartUploadListing class that gives you
information about the multipart uploads in progress.
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The following Java code example demonstrates the preceding tasks.

Example

ListMultipartUploadsRequest allMultpartUploadsRequest =
new ListMultipartUploadsRequest(existingBucketName);
MultipartUploadListing multipartUploadListing =
s3Client.listMultipartUploads(allMultpartUploadsRequest);

.NET

To list all of the in-progress multipart uploads on a specific bucket, use the AWS SDK

for .NET low-level multipart upload API's ListMultipartUploadsRequest class.

The AmazonS3Client.ListMultipartUploads method returns an instance of the
ListMultipartUploadsResponse class that provides information about the in-progress
multipart uploads.

An in-progress multipart upload is a multipart upload that has been initiated using the initiate
multipart upload request, but has not yet been completed or stopped. For more information
about Amazon S3 multipart uploads, see Uploading and copying objects using multipart upload
in Amazon S3.

The following C# example shows how to use the AWS SDK for .NET to list all in-progress
multipart uploads on a bucket. For information about setting up and running the code
examples, see Getting Started with the AWS SDK for .NET in the AWS SDK for .NET Developer
Guide.

ListMultipartUploadsRequest request = new ListMultipartUploadsRequest
{

BucketName = bucketName // Bucket receiving the uploads.

};

ListMultipartUploadsResponse response = await
AmazonS3Client.ListMultipartUploadsAsync(request);

PHP

This topic shows how to use the low-level API classes from version 3 of the AWS SDK for PHP to
list all in-progress multipart uploads on a bucket. For more information about the AWS SDK for
Ruby API, go to AWS SDK for Ruby - Version 2.

The following PHP example demonstrates listing all in-progress multipart uploads on a bucket.
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require 'vendor/autoload.php';
use Aws\S3\S3Client;
$bucket = '*** Your Bucket Name ***';

$s3 = new S3Client([
'version' => 'latest',
'region' => 'us-east-1'

1)

// Retrieve a list of the current multipart uploads.
$result = $s3->listMultipartUploads([

'Bucket' => $bucket
1)

// Write the list of uploads to the page.
print_r($result->toArray());

Tracking a multipart upload with the AWS SDKs

You can track an object's upload progress to Amazon S3 with a listen interface. The high-level
multipart upload API provides such a listen interface, called ProgressListener. Progress events
occur periodically and notify the listener that bytes have been transferred. For more general
information about multipart uploads, see Uploading and copying objects using multipart upload in
Amazon S3.

For an end-to-end procedure on uploading an object with multipart upload with an additional
checksum, see Tutorial: Upload an object through multipart upload and verify its data integrity.

The following section show how to track a multipart upload with the AWS SDKs.
Java

Example

TransferManager tm = new TransferManager(new ProfileCredentialsProvider());

PutObjectRequest request = new PutObjectRequest(
existingBucketName, keyName, new File(filePath));
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// Subscribe to the event and provide event handler.

request.setProgressListener(new ProgressListener() {
public void progressChanged(ProgressEvent event) {
System.out.println("Transferred bytes: " +

1)

Example

event.getBytesTransfered());

}

The following Java code uploads a file and uses the ProgressListener to track the upload

progress. For instructions on how to create and test a working sample, see Getting Started in
the AWS SDK for Java Developer Guide.

import

import
import
import
import
import
import
import

public

java.io.File;

com.amazonaws .AmazonClientException;
com.amazonaws.auth.profile.ProfileCredentialsProvider;
com.amazonaws.event.ProgressEvent;
com.amazonaws.event.ProgressListener;
com.amazonaws.services.s3.model.PutObjectRequest;
com.amazonaws.services.s3.transfer.TransferManager;
com.amazonaws.services.s3.transfer.Upload;

class TrackMPUProgressUsingHighLevelAPI {

public static void main(String[] args) throws Exception {

String existingBucketName = "*** Provide bucket name ***";
String keyName = "xxx provide object key ***";
String filePath = "***x fijle to upload ***";

TransferManager tm = new TransferManager(new ProfileCredentialsProvider());

// For more advanced uploads, you can create a request object
// and supply additional request parameters (ex: progress listeners,
// canned ACLs, etc.)
PutObjectRequest request = new PutObjectRequest(
existingBucketName, keyName, new File(filePath));

// You can ask the upload for its progress, or you can
// add a ProgressListener to your request to receive notifications
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// when bytes are transferred.
request.setGeneralProgressListener(new ProgressListener() {

@Override
public void progressChanged(ProgressEvent progresskEvent) {
System.out.println("Transferred bytes: " +
progressEvent.getBytesTransferred());
}
1)

// TransferManager processes all transfers asynchronously,
// so this call will return immediately.
Upload upload = tm.upload(request);

try {

// You can block and wait for the upload to finish
upload.waitForCompletion();
} catch (AmazonClientException amazonClientException) {
System.out.println("Unable to upload file, upload aborted.");
amazonClientException.printStackTrace();

}

.NET

The following C# example uploads a file to an S3 bucket using the TransferUtility class,
and tracks the progress of the upload. For information about setting up and running the code
examples, see Getting Started with the AWS SDK for .NET in the AWS SDK for .NET Developer
Guide.

using Amazon;

using Amazon.S3;

using Amazon.S3.Transfer;
using System;

using System.Threading.Tasks;

namespace Amazon.DocSamples.S3

{
class TrackMPUUsingHighLevelAPITest
{
private const string bucketName = "*** provide the bucket name ***";
private const string keyName = "*** provide the name for the uploaded object

*kxN
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private const string filePath = " *** provide the full path name of the file
to upload **";

// Specify your bucket region (an example region is shown).

private static readonly RegionEndpoint bucketRegion =
RegionEndpoint.USWest2;

private static IAmazonS3 s3Client;

public static void Main()

{
s3Client = new AmazonS3Client(bucketRegion);
TrackMPUAsync().Wait();
}
private static async Task TrackMPUAsync()
{
try
{

var fileTransferUtility = new TransferUtility(s3Client);

// Use TransferUtilityUploadRequest to configure options.
// In this example we subscribe to an event.
var uploadRequest =

new TransferUtilityUploadRequest

{
BucketName = bucketName,
FilePath = filePath,
Key = keyName

i

uploadRequest.UploadProgressEvent +=
new EventHandler<UploadProgressArgs>
(uploadRequest_UploadPartProgressEvent);

await fileTransferUtility.UploadAsync(uploadRequest);
Console.WriteLine("Upload completed");

}

catch (AmazonS3Exception e)

{
Console.WriteLine("Error encountered on server. Message:'{0}' when

writing an object", e.Message);
}
catch (Exception e)

{
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Console.WriteLine("Unknown encountered on server. Message:'{0}' when
writing an object", e.Message);
}
}

static void uploadRequest_UploadPartProgressEvent(object sender,
UploadProgressArgs e)
{

// Process event.
Console.WriteLine("{0}/{1}", e.TransferredBytes, e.TotalBytes);

Aborting a multipart upload

After you initiate a multipart upload, you begin uploading parts. Amazon S3 stores these parts,
and only creates the object after you upload all parts and send a request to complete the multipart
upload. Upon receiving the complete multipart upload request, Amazon S3 assembles the parts
and creates an object. If you don't send the complete multipart upload request successfully,

S3 does not assemble the parts and does not create any object. If you wish to not complete a
multipart upload after uploading parts you should abort the multipart upload.

You are billed for all storage associated with uploaded parts. It's recommended to always either
complete the multipart upload or stop the multipart upload to remove any uploaded parts. For
more information about pricing, see Multipart upload and pricing.

You can also stop an incomplete multipart upload using a bucket lifecycle configuration. For more
information, see Configuring a bucket lifecycle configuration to delete incomplete multipart

uploads.

The following section show how to stop an in-progress multipart upload in Amazon S3 using the
AWS Command Line Interface, REST API, or AWS SDKs.

Using the AWS CLI

For more information about using the AWS CLI to stop a multipart upload, see abort-multipart-
upload in the AWS CLI Command Reference.
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Using the REST API

For more information about using the REST API to stop a multipart upload, see
AbortMultipartUpload in the Amazon Simple Storage Service API Reference.

Using the AWS SDKs (high-level API)
Java

The TransferManager class provides the abortMultipartUploads method to stop
multipart uploads in progress. An upload is considered to be in progress after you initiate it and
until you complete it or stop it. You provide a Date value, and this API stops all the multipart
uploads on that bucket that were initiated before the specified Date and are still in progress.

The following tasks guide you through using the high-level Java classes to stop multipart
uploads.

High-level API multipart uploads stopping process

1 Create an instance of the TransferManager class.

2 Run the TransferManager.abortMultipartUploads method by
passing the bucket name and a Date value.

The following Java code stops all multipart uploads in progress that were initiated on a specific
bucket over a week ago. For instructions on how to create and test a working sample, see
Getting Started in the AWS SDK for Java Developer Guide.

import java.util.Date;

import com.amazonaws.AmazonClientException;

import com.amazonaws.auth.profile.ProfileCredentialsProvider;
import com.amazonaws.services.s3.transfer.TransferManager;

public class AbortMPUUsingHighLevelAPI {

public static void main(String[] args) throws Exception {
String existingBucketName = "*** Provide existing bucket name ***";

TransferManager tm = new TransferManager(new ProfileCredentialsProvider());
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int sevenDays = 1000 * 60 * 60 * 24 * 7;
Date oneWeekAgo = new Date(System.currentTimeMillis() - sevenDays);

try {

tm.abortMultipartUploads(existingBucketName, oneWeekAgo);

} catch (AmazonClientException amazonClientException) {
System.out.println("Unable to upload file, upload was aborted.");
amazonClientException.printStackTrace();

}
}
}
® Note
You can also stop a specific multipart upload. For more information, see Using the AWS
SDKs (low-level API).
NET

The following C# example stops all in-progress multipart uploads that were initiated on

a specific bucket over a week ago. For information about setting up and running the code
examples, see Getting Started with the AWS SDK for .NET in the AWS SDK for .NET Developer
Guide.

using Amazon;

using Amazon.S3;

using Amazon.S3.Transfer;
using System;

using System.Threading.Tasks;

namespace Amazon.DocSamples.S3
{
class AbortMPUUsingHighLevelAPITest
{
private const string bucketName = "*** provide bucket name ***";
// Specify your bucket region (an example region is shown).
private static readonly RegionEndpoint bucketRegion =
RegionEndpoint.USWest2;
private static IAmazonS3 s3Client;
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public static void Main()

{
s3Client = new AmazonS3Client(bucketRegion);
AbortMPUAsync().Wait();
}
private static async Task AbortMPUAsync()
{
try
{
var transferUtility = new TransferUtility(s3Client);
// Abort all in-progress uploads initiated before the specified
date.
await transferUtility.AbortMultipartUploadsAsync(
bucketName, DateTime.Now.AddDays(-7));
}
catch (AmazonS3Exception e)
{

Console.WritelLine("Error encountered on server. Message:'{0}' when
writing an object", e.Message);

}

catch (Exception e)

{
Console.WriteLine("Unknown encountered on server. Message:'{0}' when
writing an object", e.Message);

}

(® Note

You can also stop a specific multipart upload. For more information, see Using the AWS
SDKs (low-level API).

Using the AWS SDKs (low-level API)

You can stop an in-progress multipart upload by calling the AmazonS3.abortMultipartUpload
method. This method deletes any parts that were uploaded to Amazon S3 and frees up the
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resources. You must provide the upload ID, bucket name, and key name. The following Java code
example demonstrates how to stop an in-progress multipart upload.

To stop a multipart upload, you provide the upload ID, and the bucket and key names that are used
in the upload. After you have stopped a multipart upload, you can't use the upload ID to upload
additional parts. For more information about Amazon S3 multipart uploads, see Uploading and
copying objects using multipart upload in Amazon S3.

Java
The following Java code example stops an in-progress multipart upload.

Example

InitiateMultipartUploadRequest initRequest =
new InitiateMultipartUploadRequest(existingBucketName, keyName);
InitiateMultipartUploadResult initResponse =
s3Client.initiateMultipartUpload(initRequest);

AmazonS3 s3Client = new AmazonS3Client(new ProfileCredentialsProvider());
s3Client.abortMultipartUpload(new AbortMultipartUploadRequest(
existingBucketName, keyName, initResponse.getUploadId()));

® Note

Instead of a specific multipart upload, you can stop all your multipart uploads initiated
before a specific time that are still in progress. This clean-up operation is useful to
stop old multipart uploads that you initiated but did not complete or stop. For more
information, see Using the AWS SDKs (high-level API).

NET

The following C# example shows how to stop a multipart upload. For a complete C# sample
that includes the following code, see Using the AWS SDKs (low-level API).

AbortMultipartUploadRequest abortMPURequest = new AbortMultipartUploadRequest
{

BucketName = existingBucketName,

Key = keyName,
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UploadId = initResponse.UploadId
i
await AmazonS3Client.AbortMultipartUploadAsync(abortMPURequest);

You can also abort all in-progress multipart uploads that were initiated prior to a specific time.
This clean-up operation is useful for aborting multipart uploads that didn't complete or were
aborted. For more information, see Using the AWS SDKs (high-level API).

PHP

This example shows how to use a class from version 3 of the AWS SDK for PHP to abort a
multipart upload that is in progress. For more information about the AWS SDK for Ruby API, go
to AWS SDK for Ruby - Version 2. The example the abortMultipartUpload() method.

For more information about the AWS SDK for Ruby API, go to AWS SDK for Ruby - Version 2.

require 'vendor/autoload.php';
use Aws\S3\S3Client;

$bucket = '*** Your Bucket Name ***';
$keyname = '*** Your Object Key ***';
$uploadId = '*** Upload ID of upload to Abort ***';

$s3 = new S3Client([
'version' => 'latest',
'region' => 'us-east-1'

1

// Abort the multipart upload.
$s3->abortMultipartUpload([
'Bucket' => $bucket,
"Key' => $keyname,
'UploadId' => $uploadId,
1);

Copying an object using multipart upload

Multipart upload allows you to copy objects as a set of parts. The examples in this section show
you how to copy objects greater than 5 GB using the multipart upload API. For information about
multipart uploads, see Uploading and copying objects using multipart upload in Amazon S3.
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You can copy objects less than 5 GB in a single operation without using the multipart upload API.
You can copy objects less than 5 GB using the AWS Management Console, AWS CLI, REST API, or
AWS SDKs. For more information, see Copying, moving, and renaming objects.

For an end-to-end procedure on uploading an object with multipart upload with an additional
checksum, see Tutorial: Upload an object through multipart upload and verify its data integrity.

The following section show how to copy an object with multipart upload with the REST API or AWS
SDKs.

Using the REST API

The following sections in the Amazon Simple Storage Service APl Reference describe the REST API
for multipart upload. For copying an existing object, use the Upload Part (Copy) API and specify the
source object by adding the x-amz-copy-source request header in your request.

« Initiate Multipart Upload

» Upload Part
» Upload Part (Copy)

o Complete Multipart Upload

« Abort Multipart Upload

» List Parts
o List Multipart Uploads

You can use these APIs to make your own REST requests, or you can use one of the SDKs we
provide. For more information about using Multipart Upload with the AWS CLI, see Using the AWS

CLI. For more information about the SDKs, see AWS SDK support for multipart upload.

Using the AWS SDKs
To copy an object using the low-level API, do the following:
« Initiate a multipart upload by calling the AmazonS3Client.initiateMultipartUpload()

method.

« Save the upload ID from the response object that the
AmazonS3Client.initiateMultipartUpload() method returns. You provide this upload ID
for each part-upload operation.
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» Copy all of the parts. For each part that you need to copy, create a new instance of the
CopyPartRequest class. Provide the part information, including the source and destination
bucket names, source and destination object keys, upload ID, locations of the first and last bytes
of the part, and part number.

» Save the responses of the AmazonS3Client.copyPart() method calls. Each response includes
the ETag value and part number for the uploaded part. You need this information to complete
the multipart upload.

« Call the AmazonS3Client.completeMultipartUpload() method to complete the copy
operation.

Java
Example

The following example shows how to use the Amazon S3 low-level Java API to perform a
multipart copy. For instructions on creating and testing a working sample, see Getting Started
in the AWS SDK for Java Developer Guide.

import com.amazonaws.AmazonServiceException;

import com.amazonaws.SdkClientException;

import com.amazonaws.auth.profile.ProfileCredentialsProvider;
import com.amazonaws.regions.Regions;

import com.amazonaws.services.s3.AmazonS3;

import com.amazonaws.services.s3.AmazonS3ClientBuilder;
import com.amazonaws.services.s3.model.*;

import java.io.IOException;
import java.util.Arraylist;
import java.util.list;

public class LowlLevelMultipartCopy {

public static void main(String[] args) throws IOException {
Regions clientRegion = Regions.DEFAULT_REGION;

String sourceBucketName = "*** Source bucket name ***";
String sourceObjectKey = "*** Source object key ***";
String destBucketName = "*** Target bucket name ***";

String destObjectKey = "*** Target object key ***";

try {
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AmazonS3 s3Client = AmazonS3ClientBuilder.standard()
.withCredentials(new ProfileCredentialsProvider())
.withRegion(clientRegion)

.build();

// Initiate the multipart upload.
InitiateMultipartUploadRequest initRequest = new
InitiateMultipartUploadRequest(destBucketName,
destObjectKey);
InitiateMultipartUploadResult initResult =
s3Client.initiateMultipartUpload(initRequest);

// Get the object size to track the end of the copy operation.

GetObjectMetadataRequest metadataRequest = new
GetObjectMetadataRequest(sourceBucketName, sourceObjectKey);

ObjectMetadata metadataResult =
s3Client.getObjectMetadata(metadataRequest);

long objectSize = metadataResult.getContentLength();

// Copy the object using 5 MB parts.
long partSize = 5 * 1024 * 1024;
long bytePosition = 0;
int partNum = 1;
List<CopyPartResult> copyResponses = new ArraylList<CopyPartResult>();
while (bytePosition < objectSize) {
// The last part might be smaller than partSize, so check to make
sure
// that lastByte isn't beyond the end of the object.
long lastByte = Math.min(bytePosition + partSize - 1, objectSize -
1);

// Copy this part.

CopyPartRequest copyRequest = new CopyPartRequest()
.withSourceBucketName(sourceBucketName)
.withSourceKey(sourceObjectKey)
.withDestinationBucketName(destBucketName)
.withDestinationKey(destObjectKey)
.withUploadId(initResult.getUploadId())
.withFirstByte(bytePosition)
.withLastByte(lastByte)
.withPartNumber(partNum++);

copyResponses.add(s3Client.copyPart(copyRequest));

bytePosition += partSize;

Using multipart upload

User Guide

API Version 2006-03-01 271



Amazon Simple Storage Service User Guide

// Complete the upload request to concatenate all uploaded parts and
make the
// copied object available.
CompleteMultipartUploadRequest completeRequest = new
CompleteMultipartUploadRequest(
destBucketName,
destObjectKey,
initResult.getUploadId(),
getETags(copyResponses));
s3Client.completeMultipartUpload(completeRequest);
System.out.println("Multipart copy complete.");
} catch (AmazonServiceException e) {
// The call was transmitted successfully, but Amazon S3 couldn't process
// it, so it returned an error response.
e.printStackTrace();
} catch (SdkClientException e) {
// Amazon S3 couldn't be contacted for a response, or the client
// couldn't parse the response from Amazon S3.
e.printStackTrace();

// This is a helper function to construct a list of ETags.
private static List<PartETag> getETags(List<CopyPartResult> responses) {
List<PartETag> etags = new ArraylList<PartETag>();
for (CopyPartResult response : responses) {
etags.add(new PartETag(response.getPartNumber(), response.getETag()));
}

return etags;

NET

The following C# example shows how to use the AWS SDK for .NET to copy an Amazon S3
object that is larger than 5 GB from one source location to another, such as from one bucket to
another. To copy objects that are smaller than 5 GB, use the single-operation copy procedure
described in Using the AWS SDKs. For more information about Amazon S3 multipart uploads,
see Uploading and copying objects using multipart upload in Amazon S3.
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This example shows how to copy an Amazon S3 object that is larger than 5 GB from one S3
bucket to another using the AWS SDK for .NET multipart upload API.

using Amazon;

using Amazon.S3;

using Amazon.S3.Model;

using System;

using System.Collections.Generic;
using System.Threading.Tasks;

namespace Amazon.DocSamples.S3
{
class CopyObjectUsingMPUapiTest
{
private const string sourceBucket = "*** provide the name of the bucket with
source object ***";
private const string targetBucket = "*** provide the name of the bucket to
copy the object to ***";
private const string sourceObjectKey = "*** provide the name of object to
copy ***";
private const string targetObjectKey = "*** provide the name of the object
copy ***";
// Specify your bucket region (an example region is shown).
private static readonly RegionEndpoint bucketRegion =
RegionEndpoint.USWest2;
private static IAmazonS3 s3Client;

public static void Main()

{
s3Client = new AmazonS3Client(bucketRegion);
Console.WriteLine("Copying an object");
MPUCopyObjectAsync().Wait();

}

private static async Task MPUCopyObjectAsync()

{

// Create a list to store the upload part responses.

List<UploadPartResponse> uploadResponses = new
List<UploadPartResponse>();

List<CopyPartResponse> copyResponses = new List<CopyPartResponse>();

// Setup information required to initiate the multipart upload.
InitiateMultipartUploadRequest initiateRequest =
new InitiateMultipartUploadRequest
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BucketName = targetBucket,
Key = targetObjectKey
};

// Initiate the upload.
InitiateMultipartUploadResponse initResponse =
await s3Client.InitiateMultipartUploadAsync(initiateRequest);

// Save the upload ID.
String uploadId = initResponse.UploadId;

try
{
// Get the size of the object.
GetObjectMetadataRequest metadataRequest = new
GetObjectMetadataRequest
{
BucketName = sourceBucket,
Key = sourceObjectKey
};

GetObjectMetadataResponse metadataResponse =
await s3Client.GetObjectMetadataAsync(metadataRequest);
long objectSize = metadataResponse.ContentLength; // Length in
bytes.

// Copy the parts.
long partSize = 5 * (long)Math.Pow(2, 20); // Part size is 5 MB.

long bytePosition = 0;
for (int i = 1; bytePosition < objectSize; i++)
{
CopyPartRequest copyRequest = new CopyPartRequest
{
DestinationBucket = targetBucket,
DestinationKey = targetObjectKey,
SourceBucket = sourceBucket,
SourceKey = sourceObjectKey,
UploadId = uploadId,
FirstByte = bytePosition,
LastByte = bytePosition + partSize - 1 >= objectSize ?
objectSize - 1 : bytePosition + partSize - 1,
PartNumber = i
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}

i
copyResponses.Add(await s3Client.CopyPartAsync(copyRequest));
bytePosition += partSize;

// Set up to complete the copy.

CompleteMultipartUploadRequest completeRequest =
new CompleteMultipartUploadRequest

{

BucketName = targetBucket,

Key = targetObjectKey,

UploadId = initResponse.UploadId
};

completeRequest.AddPartETags(copyResponses);

// Complete the copy.
CompleteMultipartUploadResponse completeUploadResponse =
await s3Client.CompleteMultipartUploadAsync(completeRequest);

catch (AmazonS3Exception e)

{

Console.WritelLine("Error encountered on server. Message:'{0}' when

writing an object", e.Message);

}

catch (Exception e)

{

Console.WriteLine("Unknown encountered on server. Message:'{0}' when

writing an object", e.Message);

}

Tutorial: Upload an object through multipart upload and verify its data integrity

Multipart upload allows you to upload a single object as a set of parts. Each part is a contiguous

portion of the object's data. You can upload these object parts independently and in any order.

If transmission of any part fails, you can retransmit that part without affecting other parts. After

all parts of your object are uploaded, Amazon S3 assembles these parts and creates the object.

In general, when your object size reaches 100 MB, you should consider using multipart uploads
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instead of uploading the object in a single operation. For more information about multipart
uploads, see Uploading and copying objects using multipart upload in Amazon S3. For limits

related to multipart uploads, see Amazon S3 multipart upload limits.

You can use checksums to verify that assets are not altered when they are copied. Performing a
checksum consists of using an algorithm to iterate sequentially over every byte in a file. Amazon
S3 offers multiple checksum options for checking the integrity of data. We recommend that

you perform these integrity checks as a durability best practice and to confirm that every byte

is transferred without alteration. Amazon S3 also supports the following algorithms: SHA-1,
SHA-256, CRC32, and CRC32C. Amazon S3 uses one or more of these algorithms to compute an
additional checksum value and store it as part of the object metadata. For more information about
checksums, see Checking object integrity in Amazon S3.

Objective

In this tutorial, you will learn how to upload an object to Amazon S3 by using a multipart upload
and an additional SHA-256 checksum through the AWS Command Line Interface (AWS CLI). You'll
also learn how to check the object’s data integrity by calculating the MD5 hash and SHA-256
checksum of the uploaded object.

Topics

« Prerequisites
« Step 1: Create a large file

» Step 2: Split the file into multiple files

» Step 3: Create the multipart upload with an additional checksum

» Step 4: Upload the parts of your multipart upload

o Step 5: List all the parts of your multipart upload

» Step 6: Complete the multipart upload

» Step 7: Confirm that the object is uploaded to your bucket

» Step 8: Verify object integrity with an MD5 checksum

« Step 9: Verify object integrity with an additional checksum

» Step 10: Clean up your resources
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Prerequisites

» Before you start this tutorial, make sure that you have access to an Amazon S3 bucket that you
can upload to. For more information, see Creating a bucket.

« You must have the AWS CLlI installed and configured. If you don't have the AWS CLI installed, see
Install or update to the latest version of the AWS CLI in the AWS Command Line Interface User
Guide.

 Alternatively, you can run AWS CLI commands from the console by using AWS CloudShell. AWS
CloudShell is a browser-based, pre-authenticated shell that you can launch directly from the
AWS Management Console. For more information, see What is CloudShell? and Getting started
with AWS CloudShell in the AWS CloudShell User Guide.

Step 1: Create a large file

If you already have a file ready for upload, you can use the file for this tutorial. Otherwise, create
a 15 MB file using the following steps. For limits related to multipart uploads, see Amazon S3
multipart upload limits.

To create a large file

Use one of the following commands to create your file, depending on which operating system
you're using.

Linux or macOS

To create a 15 MB file, open your local terminal and run the following command:

dd if=/dev/urandom of=census-data.bin bs=1M count=15

This command creates a file named census-data.bin filled with random bytes, with a size of 15
MB.

Windows

To create a 15 MB file, open your local terminal and run the following command:

fsutil file createnew census-data.bin 15728640

This command creates a file named census-data.bin with a size of 15 MB of arbitrary data
(15728640 bytes).

Using multipart upload API Version 2006-03-01 277


https://docs.aws.amazon.com/cli/latest/userguide/getting-started-install.html
https://docs.aws.amazon.com/cloudshell/latest/userguide/welcome.html
https://docs.aws.amazon.com/cloudshell/latest/userguide/getting-started.html
https://docs.aws.amazon.com/cloudshell/latest/userguide/getting-started.html

Amazon Simple Storage Service User Guide

Step 2: Split the file into multiple files

To perform the multipart upload, you have to split your large file into smaller parts. You can then
upload the smaller parts by using the multipart upload process. This step demonstrates how to
split the large file created in Step 1 into smaller parts. The following example uses a 15 MB file
named census-data.bin.

To split a large file into parts
Linux or macOS

To divide the large file into 5 MB parts, use the split command. Open your terminal and run the
following:

split -b 5M -d census-data.bin census-part

This command splits census-data.bin into 5 MB parts named census-part**, where ** is a
numeric suffix starting from 00.

Windows

To split the large file, use PowerShell. Open Powershell, and run the following script:

$inputFile = "census-data.bin"
$outputFilePrefix = "census-part"
$chunkSize = 5MB

$fs = [System.IO.File]::0penRead($inputFile)
$buffer = New-Object byte[] $chunkSize
$fileNumber = 0

while ($fs.Position -1t $fs.Length) {

$bytesRead = $fs.Read($buffer, @, $chunkSize)

$outputFile = "{03}{1:D2}" -f $outputFilePrefix, $fileNumber
$fileStream = [System.IO0.File]::Create($outputFile)
$fileStream.Write($buffer, @, $bytesRead)
$fileStream.Close()

$fileNumber++

}

$fs.Close()
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This PowerShell script reads the large file in chunks of 5 MB and writes each chunk to a new file
with a numeric suffix.

After running the appropriate command, you should see the parts in the directory where you
executed the command. Each part will have a suffix corresponding to its part number, for example:

census-part@@ census-part@l census-part02

Step 3: Create the multipart upload with an additional checksum

To begin the multipart upload process, you need to create the multipart upload request. This

step involves initiating the multipart upload and specifying an additional checksum for data
integrity. The following example uses the SHA-256 checksum. If you want to provide any metadata
describing the object being uploaded, you must provide it in the request to initiate the multipart
upload.

(® Note

In this step and subsequent steps, this tutorial uses the SHA-256 additional algorithm. You
might optionally use another additional checksum for these steps, such as CRC32, CRC32(,
or SHA-1. If you use a different algorithm, you must use it throughout the tutorial steps.

To start the multipart upload

In your terminal, use the following create-multipart-upload command to start a multipart
upload for your bucket. Replace amzn-s3-demo-bucket1 with your actual bucket name. Also,
replace the census_data_file with your chosen file name. This file name becomes the object
key when the upload completes.

aws s3api create-multipart-upload --bucket amzn-s3-demo-bucketl --key
'census_data_file' --checksum-algorithm sha256

If your request succeeds, you'll see JSON output like the following:

"ServerSideEncryption": "AES256",
"ChecksumAlgorithm": "SHA256",
"Bucket": "amzn-s3-demo-bucketl",
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"Key": "census_data_file",
"UploadId":
"cNVEKCSNANFZapzlLUGPC5XwUViln6yUoIeSP138sNOKPeMhpKQRrbT9k@ePmgoOTCj9K83T4e2Gb5hQvNoNpCKqyb8m?
}

(@ Note

When you send a request to initiate a multipart upload, Amazon S3 returns a response with
an upload ID, which is a unique identifier for your multipart upload. You must include this
upload ID whenever you upload parts, list the parts, complete an upload, or stop an upload.
You'll need to use the UploadId, Key, and Bucket values for later steps, so make sure to
save these.

Also, if you're using multipart upload with additional checksums, the part numbers must be
consecutive. If you use nonconsecutive part numbers, the complete-multipart-upload
request can result inan HTTP 500 Internal Server Error.

Step 4: Upload the parts of your multipart upload

In this step, you will upload the parts of your multipart upload to your S3 bucket. Use the upload-
part command to upload each part individually. This process requires specifying the upload ID, the
part number, and the file to be