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Abstract. Many cryptographic protocols rely upon an initial trusted
setup to generate public parameters. While the concept is decades old,
trusted setups have gained prominence with the advent of blockchain
applications utilizing zero-knowledge succinct non-interactive arguments
of knowledge (zk-SNARKS), many of which rely on a “powers-of-tau”
setup. Because such setups feature a dangerous trapdoor which under-
mines security if leaked, multiparty protocols are used to prevent the
trapdoor from being known by any one party. Practical setups utilize an
elaborate public ceremony to build confidence that the setup was not
subveted. In this paper, we aim to systematize existing knowledge on
trusted setups, drawing the distinction between setup protocols and cer-
emonies, and shed light on the different features of various approaches.
We establish a taxonomy of protocols and evaluate real-world ceremonies
based on their design principles, strengths, and weaknesses.

1 Introduction

Consider the following well-known cryptographic setup procedure: sampling two
independent generators in a finite group g,h € G. Doing so is necessary for
a variety of schemes, such as Pedersen commitments [1] and (notoriously) the
Dual_EC pseudorandom bit generator [2]. For any two such generators in a
cyclic group, there exists a value 7 such that g™ = h (the discrete logarithm of A
to the base g). The value 7 is variously called a trapdoor, backdoor or tozic waste
[3] in that disclosure of 7 undermines the security properties of the system.

The risk of disclosure motivates a variety of approaches to sample g and h
such that no party learns 7. Given some public constant ¢ and a hash function H
which outputs elements in the group G [4], it suffices to choose g = H(c||0),h =
H(c||1). This fits into the class of public-coin protocols: all parties can see the
value ¢, which could be sampled from a randomness beacon or the output of a
multi-party randomness protocol [5].

Unfortunately, some schemes inherently require secrets or private coins. The
best-known example is powers-of-tau setups, in which the output is a sequence
of elements (97,972,973, e ,ng) in a finite group. Amongst the “Cambrian
explosion” of zero-knowledge proof systems [6] used in modern blockchain ap-
plications, the most efficient protocols rely on a powers-of-tau-like string. These
protocols have real stakes, some with billions of dollars on the line if the trusted



setup is compromised. They power proofs for many applications, including scal-
ing blockchains via zk-rollups [7], connecting disparate blockchains via zkBridges
[8], and facilitating anonymous payments[9].

Setting up the powers-of-tau string is easy with a simple trusted setup: a
trusted party can generate the string and promise not to use the trapdoor 7
maliciously. It is cliched to note that placing trust in a single entity is risky, as
that entity is a single-point-of-failure inherently exposed to targeted attacks. It
is also impossible to generally cryptographically prove trapdoor deletion since
digital data can be arbitrarily copied and pasted.* Another potential solution is
to outsource setup to a secure hardware enclave [16]-[19]. However, this model
is reliant on significant assumptions as to the security of the enclave, which has
been found not to hold in real implementations, [20]-[22].

Instead, practical instantiations bootstrap trust from a multi-party trusted
setup protocol. In a typical powers-of-tau setup protocol, each participant ends
up with a share 7; such that 7 = [[7;. An appealing feature is that all parties
must collude to reconstruct 7, and if any party deletes their 7; then 7 can never
be recovered (ensuring forward secrecy even if an honest party is later corrupted).

While in principle such a protocol could be run once and re-used for many
applications, in practice, it is difficult to find a universally trusted party, leading
to a number of disparate trusted setups for different applications. Additionally,
some proof systems require additional application-specific parameters, requiring
distinct setups. Hence, the blockchain space has already seen dozens of powers-
of-tau setup protocols. While notions of a trusted setup have long been known in
the literature, in practice, the bulk of practical instantiations have been powers-
of-tau setups ocurring within the past several years, making them the most
important case study for trusted setups.

In this work, we systematize the emerging body of knowledge on trusted
setups, specifically for powers-of-tau strings.

Protocols vs. ceremonies. While there are widespread discrepancies in terminol-
ogy within both the research literature and zk-SNARKs community, we draw a
distinction between trusted setup protocols and trusted setup ceremonies:

— Trusted setup protocols which are specified purely mathematically, enabling
an arbitrary group of n participants to construct public parameters. They
often utilize abstractions such as a public bulletin board or broadcast chan-
nels, and come with a rigorous cryptographic security proof.

— Trusted setup ceremonies are real-world instantiations of these protocols.
They operate with a specific user base or orgnaization and aim to provide
operational security, verifiability and social trust among the intended user
base. Ceremonies require, for example, implementing the adopted protocol
in software, choosing participants, instantiating required tools like bulletin
boards, and ensuring public access to data output during the protocol run.

4 Surprisingly, under specific settings and using quantum computation, it is theoreti-
cally possible to produce a proof-of-deletion [10]-[15], but we will not consider these
approaches in detail here.



The research literature often conflates these two notions, but we draw a
distinction as it allows us to define desiderata for each independently. Both are
essential to achieve security. In the current research literature, protocols are
highly formalized and often come with formal proofs, while ceremonies are often
loosely described and practitioners have had to design many details on the fly.
The purpose of this work is not to solve the significant challenge of formalizing
all aspects of ceremonies. However, though practitioners have now conducted
cryptographic ceremonies over a significant time period, there has until now
been insufficient scrutiny of practices at a systematic level. This work aims to
partially fill that gap, by reviewing past practices, and presenting the first step
towards understanding ceremonies (and their tradeoffs) in context.

Types of setups Adapting from GMR [23], we refer to a setup which requires gen-
erating and erasing secrets as a private-coin setup, whereas a secret-free setup is
called a public-coin setup. Public-coin setups are often called transparent setups
[24], [25] in the context of zk-SNARKs. They do not constitute a trusted setup
as the trapdoor, though it may be guaranteed to exist mathematically, does not
become available to any computationally-bounded party.

By contrast, many zk-SNARK systems (e.g. the popular Groth16 [26]) re-
quire a circuit-specific private-coin setup and a new setup for any new circuit to
be proved. In contrast, a universal setup [27], 28] is one-size-fits-all that can be
used in proving any circuit. Once complete, multiple statements can be proved
by reusing the materials from the ceremony assuming bounded-size statements.
Updatable setups [29] enable the parameters to be updated at any time, with
cumulative security: if any update is done securely, the trapdoor is hidden per-
manently. Note that both universal and updatable setups are independent of any
specific circuit.

Why Trusted Setups? From a security standpoint, transparent setups are ob-
viously superior to trusted setups (even universal or updateable ones). Given
this, why do we care about the trusted setup model at all? For better or for
worse, SNARKSs built with private-coin circuit-specific setups provide the most
efficient proof size, prover time, and verification time. Even if the trusted setup
is very complex and slow, it is a one-time cost (which may only be borne by
large, powerful nodes participating) and the system may enjoy substantial per-
formance benefits in the long run. For these reasons, as we will see, in practice
many real-world blockchain systems have chosen to undertake the risks and costs
of trusted setups. Hence, we consider it crucial to design the most secure and
efficient trusted setups possible.

Scope. Reviewing and evaluating all the existing trusted setups and ceremonies
is far beyond this SoK. In particular, we focus on powers-of-tau strings and
derivatives, though there are many other important types of setups such as
groups-of-unknown-order [30]. We also exclude trusted ceremonies like DNSSEC
since the corresponding underlying protocols are not trusted setups (they are
signing ceremonies which must be repeated periodically).



Paper organization. We begin with preliminaries in Section 2, including our al-
gebraic primitives, security assumption, and security definitions for trusted setup
protocols. Section 3 overviews trusted setup protocols and categorizes which
applications require which type of protocol. In Section 4 we discuss practical
trusted setup ceremonies, introducing a set of desirable properties for ceremonies
and surveying over ceremonies which have been conducted. We conclude (Sec-
tion 5) with insights from all the ceremonies we cover above and open research
questions.

2 Preliminaries

We present key notation and notions we will use henceforth. PPT denotes prob-
abilistic polynomial time. We set A as our security parameter. We use negl(\)
to denote a negligible function that vanishes faster than the inverse of any poly-
nomial of A\. We denote uniform sampling x from a set A as x<—sA. For a cyclic
group G with a generator of order g, we denote its generators as g and h.

Definition 1. g¢-strong Diffie-Hellman (¢-sDH): Given a tuple (g, g%, gzz, s, g™
) € GIT, where x+sZ,, q-sDH expects a pair where (gw%c,c) € G xZq. ¢-sDH
1s believed to be intractable, that is, for any PPT adversary A, it is hard to find
such a c. Formally,

Pr[O:g#c

(0,¢) « Alg, g, g% .- ,gzq)] < negl()\) (1)

Definition 2. Powers-of-tau: Upon a given trapdoor secret T, the powers-of-tau
is a k-size tuple (gT,gTz,ng, e ,ng), As long as q-sDH is secure, given the
powers-of-tau tuple, there is no PPT A able to obtain the trapdoor T.

2.1 Cryptographic Reference Strings

The community has not employed consistent terminology among the terms CRS
(Common Reference String), SRS (Structured Reference String), and URS (Uni-
form Reference String). In this definition, a CRS can be either a URS or an SRS.
We prefer this use, as in practice CRS has been used to mean both.® The es-
sential distinction between the two is that an SRS requires a realized trapdoor
during setup which must be discarded, whereas a URS is secret-free.

Shamir [31] showed that interactive zero-knowledge proofs are of an equiva-
lent complexity to a much larger complexity class (IP = PSPACE). However, as
a practical matter interaction in the real world implicates additional challenges.
Among them are dealing with network latency, synchronizing the prover and ver-
ifier, and ensuring the liveness of participants until a proof is complete. These
challenges naturally led to an interest in non-interactive zero-knowledge systems

5 Unhelpfully, CRS is sometimes taken to mean “comment random string” with the
same initialism CRS.



(NIZKs) [32]. However, non-interactive zero-knowledge proofs have been proven
to be impossible in the standard model (in which there is no random oracle) [32].
Instead, NIZK’s are constructed under the assumption that participants share a
“random uniform string”: a shared random number sampled by a trusted third
party. Such a construction is widely used [33]-[41]. Although originally Blum,
Feldman and Micali [32] defined a CRS as “sharing a common, short, random
string”, URS would have been more appropriate to their context. Formally, with
a PPT trusted third party (TTP) running a Setup algorithm to generate and
distribute a random string, for any PPT prover P, verifier V', and adversary.A,
a URS is a string that has:

- Randomness: given a urs, it is computationally indistinguishable from a
uniform string r of the size [.

urs<spSetup(1*)
r<sp{0,1}* b+ A\ )
pr | b<s{0,1} cbh=10 < 1 + negl(\) (2)
_ Jurs, b=0 2
B r, b=1

where negl()) is a negligible function with sufficiently large A.
- Uniqueness: after TTP setting a urs for the Prover and the Verifier, ursp,

ursy, there is but one identical urs shared by the two.

urs<spSetup(1*) (ursp, ursy,) < A(1%)

/ / =1 (3>

(ursp, ursy) <= TTP(urs) : ursp = ursy,

The notion of shared randomness naturally leads to considering NIZK con-
structions. However, it still seems not enough for an efficient construction of a
SNARK. Practical zk-SNARKSs are based on “CRS” like (gT,gTz,gTB7 e ,gfk).
It’s clear to see that widespread CRSs are essentially SRSs. The embedded al-
gebraic structure of SRS somehow promises us a significant improvement in the
performance of proof systems. Essentially, for PPT P and V', given a PPT trusted
third party (TTP) running a Setup algorithm to generate and distribute ran-
dom string with a secret s, we define a secure SRS such that for any PPT A,
there is a negligible function negl(\) with sufficiently large \ satisfying:

- Randomness and Uniqueness follow as in definition 2 and definition 3.

- Correctness: a structured reference string must be of the correct form,
relative to some public deterministic polynomial time Verify algorithm. A srs
along with a correctness-proof 7 of Setup must satisfy:

Pr[(srs,ﬂ)<—$DSetup(1)‘,s) i1« Verify(srs,ﬂ)} =1 (4)

Remark 1. The correctness proof is essentially a proof-of-knowledge of 7 to
demonstrate that the SRS is well-formed, after which 7 should be deleted. This
rules out some attacks by the trusted setup party, but cannot rule out that they
maintain knowledge of the trapdoor 7.



- Secrecy: the secret s of an SRS is the trapdoor reserved for its inner alge-
k
braic structure, such as the 7 in (gT,gTz,gTs, -++,g" ). For any PPT adversary
A, given an Setup output srs and the corresponding correct-proof 7, we have

s’ < A(srs,m)

Pr| (srs, T)+spSetup(1?,s) : R

< negl(A) (5)

3 Trusted Setup Protocols

We begin by formalizing the notion of a trusted setup protocol as a purely math-
ematical representation of a trusted setup (Section 3.1). We then systematize
the core ideas of setup protocols for powers-of-tau-like strings (Section 3.2).

3.1 Trusted Setup Protocol Formalization

We present a generic definition of trusted setup protocols with formally defined
security properties. Our definition aims to capture the core notion of a process,
which enforces internal computations and communicates with other processes
through corresponding external input and output channels. We assume two key
pieces of context:

Round-Robin Communication. Power-of-tau trusted setups are typically
non-parallelizable, also known as round-robin protocols [42]. They proceed in
rounds, with only one party active in each round. The round-robin communica-
tion model is a special case of synchronized communication, with only one party
allowed to talk in a single round. A broadcast channel is a more general synchro-
nized communication channel in which every party may talk in any round and
every message is guaranteed to be delivered to every endpoint.

(Dis)Honest Participants. A protocol is secure as long as there are at
most n — 1 dishonest participants, where n is the number of participants. We
call participants who follow the protocol description honest participants whereas
participants with deviant behaviors are called dishonest participants. Specifically,
we refer to an environment in an honest majority setting if over half of the
participants are honest. In contrast, if more than half of the participants are
dishonest, this reflects the dishonest majority setting. Due to the danger of
leaking the trapdoor, most powers-of-tau setup protocols are designed to work
in a dishonest majority setting.

General Framework: A process captures a family of probability distribu-
tions among multiple runs indexed by security parameters. A process could have
multiple runs. A run of a process not only includes the process description but
also the security parameter and all random coins. Note that processes could be
composed to form a new process. We denote process A composed with process B
as A||B. Typically, we model process as probabilistic polynomial-time systems
of probabilistic polynomial-time interactive Turing machines (PPT ITM).

Channels are categorized into two types of visibility: private, public. A public
channel can be seen as broadcasting, whereas private channel is modeled as



point-to-point (P2P) communication. With external input channels I and output
channels O, we denote the set of all processes by II(I,0). We denote I4 = Ip
if the same data is transmitted in channels 14, Ig, and 4 and Ip connect the
same endpoints.

We proceed with our formal definition of trusted setup protocols:

Definition 3. A trusted setup protocol is a tuple,
TS = (S,C, OUT, {Ilp}pes, {11, }pes,t,s), where:

- S=(p1, - ,pn;0p) is a finite set of participants p;c,, and a special partic-
ipant operator op. C' contains all the channels of T'S;

- 1,0 € C are channels connecting participants in S such that O(p € S) and
O(p1 € S) are disjoint for all p # p1 and I1(p) and I(p1) are disjoint for all
p # p1 as well. We call I(p) and O(p) the set of external input and output
channels of participant p respectively;

- Explicitly, we define OUT to be output of a trusted setup. Note that post-
ceremony materials (PCM) are included in OUT;

- IIes CII(I(p), O(p)), is the set of all the possible runs of a participant p;

- H;/)es C I,es, is the set of all the honest runs of a participant p. Note that
the behaviors of participants are reflected in their corresponding runs. Thus,
our definition captures both honest and dishonest participants. An instance
of TS is a process in the form of m = (mp, ||+, ||7p,) where m,, € II,,.
We call a participant p; honest if m,, € Hz/zieS' As trusted setups tolerate
corrupted participants, we call a process ™ honest if the number of corrupted
participants is within the corruption threshold t;

- s 1s the trapdoor of a trusted setup, which is supposed to be known to no one
during the lifetime of the trusted setup.

Desired properties of trusted setup protocols. We propose the follow-
ing security properties for a trusted setup protocol:

1. Correctness: a correct trusted setup should comply with the trusted setup
procedure and produce the deterministic output to any two participants on
accepted inputs from honest participants. Consider two instances m, 7 of
a trusted setup with the same input I = I,(I,I) € C,C. For any PPT
distinguisher D, a correct trusted setup satisfies

OUT « =(S,C,1t)

Pr _
OUT + =(S,C,t)

1+ D(OUT, OUT) | < negl()\) (6)

Informally we define correctness with the following observation: if the output
is deterministic, then anyone with the trapdoor ¢ can rerun the trusted setup
and get the identical output.

2. v-e trapdoor-confidentiality: Trusted setup contain a secret (the trap-
door). Let s be the trapdoor of the setup procedure w. A trusted setup
provides -e trapdoor confidentiality if, for any PPT adversary A who could
compromise participants [pa]a<¢ up to the threshold ¢.

Pr[s’ + A(S.C,[7"(I,0)]iey, OUT) | s' = 5] < negl(}) (7)



where 7 indicates that A is allowed to repeat the instance 7 with the same
S, 1,0 up to v times. We model a powerful A who is able to rewind the
instance w of T'S. To win the game, the A must derive the trapdoor with
non-negligible probability.

3. Consistency: a consistent trusted setup is an instance w of T'S that outputs
OUT; to a participant process m,, and OUT} to party j,

Pr[my,, mp; € Mheg|OUT; = OUT;] =1 (8)

Trusted setup results are intended to be publicly accessible to anyone. More
importantly, every honest party’s view of the output should be consistent—
even for those who did not commit contributions.

4. (m,¢)-Robustness. we define a trusted setup to be (m-¢) robust if and only
if the following holds: Let m be the number of participants, T iem C 7 be
the instances of trusted setup T'S under the control of A. Then, for channels
C with inputs I and outputs O the distribution of the trusted setup output
OUT must satisfy:

[ﬂ-Pj]jer’“ﬂ-Pj ¢ HZIIGS
m<t<n

~ <1-
Pr OUT (8, C,1) OUT = OUT | <1 — negl(e) (9)

OUT + =(S,C,t)

where S is a set full of honest participants and OUT and C is the corre-

sponding output and channels of the same instance 7. The intuition is that
an adversary A who controls m participants must not be able to bias the
output of the trusted setup in a non-neglible fashion.

3.2 Powers-of-Tau Setup Protocols

We summarize popular powers-of-tau-based proof systems in Table 1 and poly-
nomial commitment schemes (PCS) in Table 2 (where we highlight the ideal
polynomial commitment scheme in red). These two applications are inherently
related, many SNARK proof systems are built on KZG commitments [56] which
benefit from fast verification and constant-size proofs. In return for these advan-
tages, of course, is the required trusted setup. Transparent proof systems remain
significantly more expensive in proof and/or verification time. Developing a PCS
with transparent setup, constant-sized proof, and constant verification is still an
open question.

KZG commitments depend inherently on an SRS powers-of-tau tuple. Knowl-
edge of the trapdoor 7 completely undermines the binding property, which in
turn breaks the soundness of every SNARK proof system built on it. This has mo-
tivated considerable work on generating the powers-of-tau SRS in a distributed
manner, ideally in the dishonest majority model where the trapdoor 7 is secure
so long as one participant has behaved honestly (and deleted the toxic waste
corresponding to their particular contribution to the protocol).

We introduce a toy protocol to illustrate this approach.



SNARKSs SRS size Universal Proof Size Year Constraint system

Paril*’] 4a G, X 2Gi+12]|F| 2024 Square R1CS4
Polymath* (2a + 24m) G, X  3Gi+1]|F| 2024 SAPI20]

Tesutdo!”) NGy, VNG, v NG, YEGy, YEG, 2023 R1CSIYT

Gemini®® (N +2) G1,2 Go v/ 3G 2022 R1CS

Vampirel®  (12M + nk) Gi1, (4M + ny.) Gz v 41Gy| +2 |F| 2022 R1CSLite, sparse matrices
Basiliskl®” M Gi,1 G2 v 10 |G1| + 3 |F| 2021 Plonk constraints
Lunar(®!] M G, M G2 v 11 |G1| + 2 |F| 2020 R1CSLite, sparse matrices
Sonic?7 4M Gy, 4M Go v 20 |G|+ 16 |F]| 2019 Hadamard Product Constraint(®?
Marlin®  (3n;, 4 3) G1,2 Go 4 13 |G1| + 8 |F| 2019 R1CS, sparse matrices
Plonk®® 3N G1,1 G /o TG+ T7|F| 2019 Plonkish!**!

Groth16 261 (a+2m) Gy, m Gy X  2Gi,1Gy 2016 R1CS,QAPH”

BCTV14P4 (()IL +m+1) Gl,m Go X 7 G1,1 Go 2014 R1CS,QAP

Pinocchiol® (7a +m — 21) G X 8G 2013 R1CS,QAP

Table 1. Non-transparent proof systems and their SRS. [ linear relations for the
left and right inputs. Assume a circuit is of size N = 2", M is the upper bound of
the number of multiplication gates and m is the number of multiplication gates in
the circuit. ny is the number of nonzero entries in R1CS(-lite) matrices encoding the
circuit. a is the number of wires in the circuit.

PCS SRS size Setup Open proof size Prove Verify
KZGPY] Pairing O(d) G1 Univ 1 Gy O(d) o(1)
Bulletproof®” DL O(d) G Trans 2logd G O(d) O(d)
FRIP® RO  O(1) G Trans Mog?(d) G, O(\d) O(Mog?(d))
DARK[P P21 GUO  O(1) G Trans Mog?(d) Gy O(\d) O(MNog*(d))
Dory!2?l Pairing O(d) G Trans 6log(d) G1 O(d?) O(log d)
Dew!®] GUO O(1) G Trans 66 G2 O(d?/log d) O(log d)
Behemoth®”  Pairing O(d) G Trans 47 G + 19 F O(d?/log d) O(1)
'KZ'G'[E'"‘? """ Pairing O(n) G Univ 0 G, o)~ TTo@ T
Dory!?° Pairing O(n) G1 Trans 6vGr O(n) O(v)
Bunetprooflﬁll GUO O(n) Gy Univ 20 G O(n) O(n)
Geminil*®! Pairing O(n) G1 Univ (v+4)G1 + (v + 1)F O(n) O(n)
Brakedown®®) Coding O(n) G Trans v AnF O(n) Van
Orion!®? Coding O(n) G, Trans A\v’G; O(n) O(\v?)
Zeromorph®®! Pairing O(n) G; Univ v + 3G, O(n) O(M\?)
Orion+%4 Pairing O(n) G1 Univ 4vGq O(n) O(v)
BaseFold®®!  Coding O(n) G, Trans 4vG, O(n) O(v)

Ideal PCS TBA O(1) G Trans O(1)G O(d) o(1)

Table 2. Polynomial Commitment Schemes (PCS). We separate univariate PCS
and multilinear PCS with the dashline. DL is discrete logarithm, RO is random oracle,
GUO is groups-of-unknown-order. We let d be the degree of the univariate polynomial,
G1,Gz2,and Gr be generators of bilinear groups, A be the security parameter, and F
be a finite field. For the v-variate multilinear polynomial, n = 2°.

Toy powers-of-tau setup protocol. Intuitively, our goal is for parties to contribute
secrets to the SRS such that no single party knows the combined and final 7 of
the SRS. The simplest protocol relies on sequential contributions by participants.



That is, upon receiving the powers-of-tau string S = (g7, 972, gTs7 e ,ng) from
the last participant, participant j samples a random 7; and obfuscates S by
raising each element to the corresponding powers of 7;:

S/ = (gTTj7g(TTj)27g(TTj)3’... ’g(TTj)k)

At first glance, this scheme works so long as one participant is honest. How-
ever, a malicious participant might adaptively generate their secret 7 to bias the
final SRS. For this reason, some protocols [66]-[69] aim to eliminate the adaptive
bias by adding a mandatory commitment layer beforehand. In this case, each
party is required to commit to their secret before contributing it and running
the remainder of the protocol. Thus each 7; is guaranteed to be independent
even under an adaptive adversary. Obviously, asking parties to commit their 7;
at minimum incurs another round of interaction. In addition, this imposes a
significant additional constraint as the participants must be known and remain
online throughout the trusted setup, which could take multiple days to finalize
in practice.

Additional re-randomization A key of Bowe, Gabizon and Miers [70] is that the
last powers-of-tau SRS can be mixed with another random 7’ from a public,
independent, source. As a result even an adaptively chosen 7; can not bias the
outcome and parties are no longer required to remain online during the setup.
Bowe, Gabizon and Miers [70] instantiated the random source with the random
beacon [71] primitive, designed to periodically produce fresh randomness. This
allows the design of a protocol without the commitment phase. Further it permits
constructions wherein participants can join the round-robin contribution process
in an ad-hoc manner. Participants are thus able to join the SRS trusted setup in
their reserved time slot and add their contributions, after which they are free to
leave. Restrictions on the identity and the time of participants are also removed.
This approach leads us to the MMORPG framework [70].

MMORPG Trusted Setups MMORPG (Massively Multiparty Open Reusable
Parameter Generation) is a protocol for generating the SRS used by Groth16 [26]

(a pairing-based zk-SNARK). The MMORPG approach has seen broad adoption

in systems such as Semaphore [72], TornadoCash [73], and Aztec [74]. Grothl6 is

not a universal proof system—instead, proofs apply only for the specific program

for which they were generated. This leads to a two-phase design, with an initial

universal phase and a circuit-specific phase. The universal phase is conducted

according to the powers-of-tau private-coin trusted setup we mentioned above.

The second phase is a circuit-specific phase that tailors the construction to the

specific program for which proofs are to be generated.

Generally, an MMORPG private-coin trusted setup involves three types of
entities: the coordinator, the participants, and a randomness beacon (which may
be a multiparty protocol itself [5], [75], [76]). We describe it in more detail as
follows:

10



The coordinator initializes the protocol by executing a procure Init(k, g)
with the prescribed size of the powers-of-tau tuple k£, and a group generator
g. After initialization, the coordinator chooses the first party who expressed
interest in joining the protocol and sends them the initial powers-of-tau
tuple PoTy.

After receiving the powers-of-tau tuple from the coordinator (or prior partic-
ipant), the participant (p;) first checks the correctness of prior contributions
to the string. After checking for correctness, p; picks a random 7; to update
the power-of-tau tuple in the way we mentioned in the toy proposal and
then generates the corresponding correctness proof of their contribution.
Specifically, every participant must provide a zero-knowledge proof of the
following three properties to ensure the correctness of the tuple: First, the
participant must prove knowledge of their corresponding 7;. Second, the
participant must show that the structure of the string has been preserved:
each exponent should be the square of the prior exponent. Third, the partic-
ipant showed the update was non-degenerative (where a malicious p; erases
all prior contributions by using a contribution 7; = 0). p; then transmits
the tuple and its correctness proof.

The coordinator receives the update from p,,, checks the correctness of p,’s
contribution, and samples a random contribution 7' from the randomness
beacon. Note that as long as the beacon is secure (unpredictable, live, and
unbiased), the protocol remains secure—even if all the participants are ma-
licious. The coordinator finalizes the powers-of-tau phase by updating with
71 and generating the corresponding correctness proof.

After generating the powers-of-tau tuple, the coordinator first converts the
statement to an equivalent arithmetic circuit and then linearly combines
elements in the PoT according to the circuit C' to initialize the SRS} for
the second phase protocol.

The coordinator begins the second phase by transmitting the SRS from
phase one SRS% over to the first registered phase two participant. Similar
to phase 1, participants contribute their secrets to the SRS. Each participant
checks the correctness of the last contribution, samples a random secret, and
updates the SRS with the secret.

In the final step, the coordinator checks the SRS?,L transmitted from the
prior participant, retrieves another output 72, from the random beacon,
and updates the SRS with 72 to finalize the output of the whole protocol.

Remark 2. Note that for clarity, we assume that each participant passes their
contribution consecutively to the next participant, and everyone verifies the cor-
rectness of the tuple from the last round. In practice, communication is cen-
tralized through the coordinator, who also verifies the correctness proofs. In
addition, transcripts of the whole protocol are stored and made available to the
public for further inspection, and a mandatory correctness check is not compul-
sory for participants.

Remark 3. Note that both phases are necessary to finalize an SRS, though es-
sentially, participants in both phases work in the same manner. That is because
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the corresponding circuit-dependent SRS is a linear combination of the final

7 =[], 7. The additional contribution from the random beacon provides an

important property: even where participants collude, no set will know the final
2 3 k

powers-of-tau tuple (¢7,97 ,97 ,---,g" ). Therefore, to transform powers-of-tau

to the Groth16 SRS the coordinator must ensure the powers-of-tau process has

been finalized with the random beacon.

Remark 4. A simplified and optimized version of the MMORPG framework is
Snarky Ceremonies [77]. Snarky ceremonies are a more general framework that
captures both circuit-specific [26], [55], [78] and updatable SRS [27], [28], [53].
By relaxing the security definition, it removes the need for random beacons as
slightly biased SRS is not sufficient to break SNARKs. We summarize existing
proposals for trusted setup protocol in Table 3.

AS
Y o™ o> > W e
o o OO <0 ? @ ~
Qto“oco 9&&@3’ \05‘4\6 ot ¥ %0“06 O s ﬁ\ce&\ QOI%QG @‘b"%e
BCDTV15 O(n) | O(n) | n—1 X X X X General
BGG17097 0o(1) 4 n—1 X X X X |Pinocchio
BGM17 JO(m)*| 1 n v X X X | Groth16
KMSV2107 | O(n) 1 n—1 v X X X | Groth16
KKK21[™! O(n)x* 1 n—1 v v v v General
CDKS22M2 |O(y/n)| O(vn) | n—1 X v X v PoT
NRBB22(YT | O(n)x| 1 n—1 v/ v X X PoT

Table 3. Trusted Setup Protocols. We denote the number of participants in a protocol
as n. Protocol with an additional round of applying a random beacon is denoted as
*. We use rounds for the communication complexity, individual-rounds for communi-
cations of individuals in running the protocol, corruption to denote the threshold of
corruption, round-robin to indicate if protocols are running in round-robin commu-
nication model, decentralized to distinct whether a central coordinator is necessary,
incentive to indicate if participants are incentively driven to be hoenst, UC to indicate
if protocols are proven to be UC-Secure, target for their design goals.

3.3 Powers-of-tau beyond SNARKSs

Powers-of-tau strings are not only for constructing polynomial commitments
in SNARKs. Among other further applications, they enable an adaptively se-
cure DKG [81] in an asynchronous network. They also enable a customized
weighted-threshold signature scheme [82] and eliminate the prohibitively expen-
sive DKG [83] in threshold signatures. Though DKG protocols are possible
without a trusted setup, they either assume a weaker static adversary [84] or
incur more overhead [85]. A natural open question is to explore other potential
applications that benefit from the powers-of-tau strings.
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4 Ceremonies

Trusted setup protocols can not be executed on paper. Instead, public trust in
these setup protocols is based on “celebrating” a ceremony to convince the pub-
lic that the protocol was run correctly and securely. Ceremonies are often con-
ducted with requirements on real-world conduct—(for example lack of conflicts-
of-interest or collusion between participants, geographic diversity, rules mandat-
ing recording of proceedings). Such elements are designed to bootstrap social
trust in the systems, beyond provabile mathematical notions.

We attempted to identify all real-world ceremonies conducted to date to
construct a powers-of-tau string, proving a tabulation of more than 40 instances
Table 4. We note that all of the ceremonies we were able to find are variations
of the MMORPG framework [66], [70]. We collected details from various projects
with their corresponding trusted setup ceremonies based on an exhaustive online
search for the trusted setup ceremony keyword on Google (yielding 18 pages in
total). The details of many ceremonies, like Hermez, are already missing and
scattered despite being conducted only a few years prior to our study. In these
cases, we attempted to find their corresponding ceremony pages and blog posts
using the Internet Archive [86]. Since 2022, ceremony information can be found
on one page thanks to the DefinitelySetup project [87].

4.1 Desired Properties of Ceremonies

Based on our study of real-world trusted setup ceremonies, as well as the public
communication around trusted setup ceremonies we have observed in practice,
we distill a set of desirable properties. We propose a set of properties by the
acronym “ADOPT?”, that an ideal ceremony should follow:

— Available says that the protocol runs for a sufficient period of time that
all participants have time to broadcast contributions. Due to the round-
robin nature of protocols, it is important to leave enough time for many
contributors. cannot be suppressed by a denial-of-service attack.

— Decentralization means the absence of reliance on a central coordinator. This
coordinator might be a target for attacks, or could censor specific contribu-
tors.

— Open indicates that the ceremony welcomes any interested participant to
join and contribute.

— Persistent means that a ceremony maintains its published information for
future verification or extension even after the ceremony is finished. Note that
this may require ensuring long-term access to a non-trivial amount of data
(i.e. multiple gigabytes).

— Transparency requires that the ceremony documents all procedures for pub-
lic scrutiny, including the exact protocol specification to enable independent
implementation, as well as all procedures, identities of operators and con-
tributors, data formats for intermediate transcripts, etc.
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Note that none of the ceremonies we observed actually satisfied all five prop-
erties, in particular the Decentralization property. Ensuring all the above proper-
ties without a centralized coordinator requires some form of multi-party compu-
tation (MPC). In general, conducting a secure MPC without an honest majority
or a trusted coordinator is impossible. Fortunately, the general MPC impossibil-
ity results on identifiable abort [88], [89] and output delivery guarantee [90], [91]
under a dishonest majority model, do not apply to ceremonies. Ceremonies can
operate in a fashion where an execution is attempted, and if it fails, rounds can
proceed by excluding parties that contributed to the failure—without losing their
security. As all the ceremonies that operate in a round-robin manner can eas-
ily identify individual malicious behaviors, aborts are easily identifiable. Given
this, a malicious party’s only option is to abort the ceremony to prevent others
from learning the output with their contribution. However, since all ceremonies
implement a timeout mechanism and the output is independent of individual
contributions, contributors who deliberately attempt to abort the process can
be excluded from future executions of the ceremony.

As noted above, we also observed widespread problems with the Persistence
and Transparency goals. Many projects did not provide clear, complete docu-
mentation sufficient for an independent third-party implementation for contribu-
tion or for verification, requiring participants to download and run the reference
source code to participate. Many projects also have not persisted the interme-
diate values or in some cases even the final results of the ceremony, making it
impossible retroactively to assess or extend their powers-of-tau string.

4.2 A case study: The Sprout Ceremony

As a concrete case study, we consider the Sprout ceremony [66] of the Zcash
project, an early ceremony conducted in 2016 (perhaps the world’s first). Lessons
learned from this ceremony have motivated much follow-up research in the area.

First, the identity of participants in the Sprout Ceremony was required to be
known to a coordinator in advance. Therefore, conspiracies and rumors of the
static flavor of MPC protocol were widely spread across the ZCash community.
This restriction undermined the Open and Decentralized goals. This led Bowe,
Gabizon and Miers [70] to propose a player-ezchangeable MPC SRS framework.
MMORPG is a two-phase round-robin process where participants are free to join
or leave in every phase. In this case, the security of the secret 7 is escalated to
the next level — you are welcome to commit your contribution to generate the
SRS if you do not trust anyone else in the ceremony. Security is preserved even
if others deviate from the protocol.

Second, the Sprout ceremony is a two-phase SRS generation framework orig-
inally designed for [26] but it also wor