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We propose a dummy variable interpretation and an alternative proof of the predictive 

Chow test; we further show that it provides useful additional information on structural 
changes. We apply this approach to the St. Louis equation. 

1. Introduction 

An important way of assessing the reliability of an econometric model 
consists in checking whether it is stable over time [see Lucas (1976)]. 
Frequently this problem can be formalized as one of testing whether the 
coefficient vectors in two regressions (corresponding to disjoint subperi- 
ods) are equal. Namely, one considers 

Y, =x,P, +ul, i=1,2, 

where y, is a T X 1 vector of observations on a dependent variable, X, is a 
T X k non-stochastic matrix of explanatory variables, 0, is a vector of 
coefficients and u, a 7; X 1 vector of disturbances (i = 1,2). We assume 
also that (u;,u;)’ - N[0,a2Z,], where T = T, + T2. The hypothesis to be 
tested is H,, : p, = &. It is customary to assume further that rank (Xi) = k 

and to consider two distinct cases according to whether rank (X,) = k < 

T, or rand (X,) = T2 < k. Tests known to econometricians as the ‘Chow 
tests’ may then be applied. In the first case, a standard analysis-of- 
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covariance test may be used [see Chow (1960, p. 598)]. For the second 

case, a predictive test, was suggested by Chow (1960) and shown by him 
to be equivalent to a test based on the statistic: 

6% -S&)/T, 
F1 = SS,/(T, -k) ’ 

where SS, is the residual sum of squares based on the first T, observa- 
tions and SS, is the residual sum of squares based on all T observations; 
under the null hypothesis, this statistic follows an F distribution with 
(T,,T, - k) degrees of freedom. The latter test remains applicable when 
rank (X,) = k < T, and may, even in this case, have a better power 
against H,, than the analysis-of-covariance test [see Wilson (1978)]. 

On the other hand, it has been stressed by Gujarati (1970a, b) that the 
analysis-of-covariance test can also be performed via the use of dummy 
variables and that the extra coefficients can provide useful additional 
information: although both methods yield an identical conclusion con- 

cerning the null hypothesis H,,, the latter has the advantage of automati- 
cally producing indications on the sources of difference between the two 
regressions, i.e., on which coefficients may differ. However, when the 
second sample is undersized (T2 < k), the relevant explanatory-variable 
matrix does not have full column rand and thus Gujarati’s procedure is 
not applicable. To the extent of our knowledge, no comparable interpre- 
tation has been given to the predictive test. 

The first purpose of this note is to propose an interpretation of the 
predictive Chow test as a test on a set of dummy variables and to show 
that these can also provide revealing additional information. To be more 
specific, the predictive Chow test indicates whether there is, among the T2 
observations predicted, at least one observation whose mean is incon- 
sistent with the model of the first T, observations; nevertheless, when 
T, 2 2, it does not point out which ones among the T, ‘extra observa- 
tions’ deviate most strongly from this model and thus, when H,, is 
rejected, may be causing the rejection of Ha. Of course, this knowledge 
can be of great use in assessing the importance and determining the 
causes of a structural change. We show below that a dummy variable 
approach provides a computationally very convenient method for perfor- 
ming predictive tests on each individual extra observation. The second 
purpose of this paper is to give a new and especially simple proof of the 
distribution of the predictive test statistic. Indeed, while the null distribu- 
tion of the analysis-of-covariance test statistic can be obtained by show- 
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ing it is a case of a linear hypothesis test on the coefficients a fullrank 
linear regression model, a similar proof is not apparently known for the 
predictive test and, consequently, a number of special proofs had to be 
devised for it [see Chow (1960), Fisher (1970) and Harvey (1976)]: we 
show below that the dummy variable interpretation of the same test 
provides a simple and natural way of making such a proof, similar to the 
one available for the first ‘Chow test’. ’ 

The alternative proof and interpretation of the predictive Chow test is 
described in section 2. Its use in performing predictive tests on individual 
observations is discussed in section 3. Results of an application to the 
St.Louis equation are reported in section 4. 

2. Alternative proof 

Let us definey=(y;,y;)‘, u=(u;,u;)‘, X=[X;,X’,]’ and 

4 0 x* = x, I, ’ 
[ 1 

where lrZ is the identity matrix of order T2. We assume rank (X,) = k 

and rank (X,) = min{k, T2}. It follows, since rank (X,) = k and rank 
(Jr*) = T2, that the TX (k + T2) matrix X has full column rank. Then let 
us consider the regression 

P y=x* y +u, 
[ 1 

where j3 and y are vectors of coefficients of dimensions k X 1 and T, X 1 
respectively. The null hypothesis H, : p, = & E fl is equivalent to y = 0, 
and we can thus test it by testing y = 0 in (4). In other words, we add a 
dummy variable for each observation in the second regression and test 
whether all the coefficients of these dummy variables are zero. The 
standard F-test against y = 0 is based on the statistic 

(S& - W)/T, 
?SS;/(T-T2-k)’ 

’ Econometrics textbooks typically study inference only for the full-rank linear model: see, 

for example, Johnston (1972, ch. 5), Maddala (1977, ch. 8) or Theil(l97 1, ch. 3). Thus the 

proof obtained here may be especially convenient in teaching situations. 
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where 

SS, =mp((y-Xf3(12, (6) 

W =i$lYr -X,Pl12 +IlY* -x,P-Yll*]. (7) 

Under the null hypothesis, F’ follows an F distribution with ( T2, T - ,T2 

- k) degrees of freedom. Now, since we can always set p =y2 - X2p,, 
where 8, is the value of p obtained while finding SS;, we must have 

SS; =njnlly, -X,pll* =SS,, 

hence, since T - T, - k = T, - k, we see that F, = F’ and thus F, follows 
an F-distribution with (T,,T, - k) degrees of freedom. 

Note that this proof of the distribution of F, is valid whether T, <k 

or T2 > k, and that it would also hold if, instead of 1r, in X*, we had 
used any T, X T, non-singular matrix Z; in that case, one simply sets 
q=z-‘(y, -X*/j,). 

3. Predictive tests on individual observations 

Let us now examine more closely what the coefficient vector y 
represents. If we rewrite eq. (4) in the form 

Y, =x$-t i VA +u,> t= l,...,T, (8) 
s=T,+l 

+vhere xi = (x,, , . . . , xtk) is the t th line of the matrix X, y = ( yT, + ,, . . . , yr)’ 
and 

D,, = 1, t=s, 

=O, tfs, 
we can see easily that 

Y, =J%,)-x:P? s-T,+1 T, T.V.2 (9) 
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i.e., y, is the deviation of the actual mean of y, form the mean predicted 
by the ‘common coefficient vector /? ‘. These deviations can be estimated, 
in the process of performing the predictive Chow test, by estimating 
eq. (4) instead of the usual equation y = X/I + u. From the above proof, 
we can see that $ ‘~12 - X,fl,, where $, = (Xix,)-‘Xi y,, and thus the 
covariance matrix of p is a*V, where 

V=r,+x2(x;X,)~1X;. (10) 

If eq. (4) is estimated using any standard regression package the estimate 
of (I * I’ produced will be of the form s:I’, where s f = SS, /(r, - k). Since 
sf is an unbiased estimate of a*, it is necessary that V, = V. Furthermore, 
standard errors and t-statistics are usually produced automatically for 
each coefficient y,; from (lo), the empirical standard error of qx is s,d,, 

where d, = [ 1 + x:( X;X,)-‘xs] f, while the t-statistic associated with it is 

t, = (~3 - &)/s,d,, s= T, + l)...) T, (11) 

under the null hypothesis y, = 0, ts follows a Student-t distribution with 
T,-k degrees of freedom. These statistics are the predictive test statistics 
for each observation s = T, + 1,. . . , T, based on the parameter estimates 
obtained from the first T, observations. Their interest as diagnostic 
checks consists in pointing out which ones of these observations deviate 
most strongly from the model of the first T, observations. 

4. Application 

We applied the above technique to the ‘St.Louis equation’ in rate of 
change form, estimated over the period 1953/I- 1976/IV [Carlson (1978, 
table IV)]; this equation relates changes in GNP to changes in the money 
stock and changes in high-employment expenditures in the U.S. Since the 
Almon polynomial lag restrictions used by Carlson were rejected by a 
preliminary test, no such constraints were imposed on the coefficients; in 
any case, the restricted and unrestricted models yield essentially the same 
policy implications. Using as subperiods 1953/I- 1969/IV and 1970/1- 
1976/IV, both Chow tests were found significant at levels lower than the 
conventional 5% level. Furthermore, adding dummy variables for each 
observation in 1970/I- 1976/N, as suggested above, resulted in only 2 
(among 28) of the prediction errors (1973/IV and 1975,011) with t-values 



246 J.-M. Dufour / Dummy vuriahles and predictive tests 

significant at levels sensibly lower than 5%. Indeed, if these 2 observa- 
tions are dropped from the regression, both Chow statistics cease to be 
significant. Further details are given in a working paper [Dufour (198O)J. 

5. Concluding remarks 

Regression (4) thus provides a computationally very convenient method 
for obtaining direct evidence on one of the main consequences of 
structural instability (large prediction errors) jointly with a whole array 
of predictive test statistics. Without the dummy variable method, one 
would need to perform T2 extra regressions or to compute the t, statistics 
explicitly, which may be quite burdensome. Further, when T, > k, the 
dummy variables considered above do not become identical with those 
used by Gujarati (1970a,b) and give a different type of information, 
relating to the timing of structural change rather than coefficients. Thus 
the analysis-of-covariance test and the predictive test give complementary 
information and it may be useful to perform both tests (with dummies) 
whenever possible. Finally it can be pointed out that the simple and 
natural parametric interpretation given above of the predictive Chow test 
(as a test on the parameter vector y) shows clearly how the predictive test 
is a test designed against a much wider set of alternatives than the 
analysis-of-covariance test (for p, # & is a special case of y # 0, while 
the converse does not hold); furthermore, this set-up makes straightfor- 
ward the construction of Bayesian posterior odds in the case T, <k, 
since all that is needed is putting a prior distribution on y. 2 
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