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Abstract

In this paper, we study the extent of empirical informatibattcan be obtained from alternative structural
New Keynesian inflation equations regarding the averagatidur of prices in the United States. Using four
illustrative structural equations drawn from the classnoleixation and real-wage-rigidity-based models, we
evaluate the precision of Calvo parameter estimates. Weéhasige the fact that the specifications under
consideration may be hard to identify from available dathileverrors-in-variables and weak instrument
difficulties are unavoidable. In contrast with previous kvasing identification-robust methods that seems
to challenge NKPC models, our results show that all of the efodan deliver useful information (albeit
to varying degrees) on selected features of inflation dyoaniVe also find that results are sensitive to in-
strument and calibration selection. Conditional on thesegenerally find confidence bounds on average
duration of price estimates that line up with available mifounded studies, statistically-significant coef-
ficients for the forcing variables, and non-zero estimateshe coefficient of lag inflation where relevant.
With regard to instrument choice, we find that limiting the skinstruments to lagged values of only the
variables that appear in the equation of interest can leadhistantial precision losses, even in the context
of a limited-information analysis.

JEL classification E31, C13, C3.

Keywords Sticky-price model; Calvo parameter; Structural estiomgtWeak identification; Weak instru-
ments; Indexation; Real wage.



1. Introduction

Empirical tests of the original Calvo-based New Keynesihiilips Curve (NKPC) have showed that the
model does not track well serial correlation in inflation. isThas led to adaptations of the NKPC which
provide micro-founded mechanisms to build persistenaestrally, as a deep model featdr@he resulting
specifications however still raise empirical challengesluding building proxies for aggregates such as the
marginal cost, finding valid instrumental variables foliregtion purposes, accounting for specification and
estimation uncertainties, and developing frameworksftiratalize aspects of the underlying calibration in
richly-parameterized versions.

Models are typically imperfect, but they can nonethelesgdedul story-telling devices or valuable tools
for policy analysis In this respect, researchers are to some extent less cedcabout NKPC model
misspecification so long as convincing answers to key sotigtaquestions can be reached through their
use? One such fundamental question is the extent of price rigidithe economy.

In this paper, we focus on this issue. Making use of two setectasses of Calvo-style NKPC inflation
models, we examine whether reliable estimates can be elt&inthe structural measure of average duration
of prices in the data. The two categories of models are straictetups with Calvo-style infrequent price re-
optimization that offer alternative ways of generatingatitin inertia. We consider: (i) specifications where
all or some firms index their non re-optimized prices to laboplation, and (ii) versions that allow for the
presence of real wage rigidities in the economy. We evaligerecision of the models’ estimates of the
Calvo parameter (that defines the probability that at angtdoitime firms are not able to re-optimize the
prices they charge), which in turn determines the extenttla@grecision of the estimated average duration
of prices in the economy. We also examine the degree of inidexaeasures (for indexation-based models),
the value of the wage rigidity index (for wage-based modelajl we analyze, when relevant, the implied
estimates for structural persistence parameters. Finedyassess the significance of forcing variables.

The aforementioned empirical issues specific to the NKP@esigthat, in answering the above ques-
tions, problems such as errors-in-variables, underifieation, weak instruments, and specification concerns
are unavoidable. Furthermore, it is quite difficult to de@hwihese econometric problems simultaneously
and convincingly using traditional estimation methddat the same time, econometric methods catering

!Ball (1994), Fuhrer and Moore (1995) and Roberts (1997) wareng the first to point out that the original NKPC specifimati
could not account for some stylized facts about US inflatloreview of theory and evidence about the NKPC can also bedaun
Woodford (2003).

2A vast number of models incorporating NKPC equations haw lgoposed for policy analysis. Some examples are Gali,
Lopez-Salido, and Valles (2003), Christiano, Eichenbaamd Evans (2005), Gali and Monacelli (2005), Smets and \Wsute
(2007), Lubik and Schorfheide (2007), Jondeau and Sahuw8j2&otemberg and Woodford (1997), Boivin and GiannonD&0

and Del Negro, Schorfheide, Smets, and Wouters (2007).
%Indeed, suggestions have been made to formalize this tffidsee, for example, Del Negro and Schorfheide (2005),Ngjro

and Schorfheide (2006), Del Negro, Schorfheide, Smets,Vdadters (2007), as well as the related comment papers and the

references cited therein.
4For comprehensive surveys on dealing with some of thesesssithe presence of identification problems, see StockgMri

and Yogo (2002) and Dufour (2003). See also Dufour (1997@ig8t and Stock (1997), Wang and Zivot (1998), Zivot, Startz
and Nelson (1998), Dufour and Jasiak (2001), Kleiberge®Zp0Kleibergen (2005), Dufour and Taamouti (2005), Dufand
Taamouti (2007), Andrews, Moreira, and Stock (2006), Hobgigle, Kaashoek, and van Dijk (2007), Joseph and KivieD%20
Kiviet and Niemczyk (2007), Bolduc, Khalaf, and Moyneur Q8), Beaulieu, Dufour, and Khalaf (2008) and Chaudhuri aivdtZ



to weak-instruments problems have been gaining credibilitmacroeconomics largely due to their focus
on the NKPC® The findings from the latter suggest that data may be wealktyrimative on key NKPC
parameters, which may cast doubt on many commonly held jgemadn this literature.

We therefore make use of identification-robust methods t{seeeferences in footnotes 4 and 5) which
are particularly well-suited to conduct structural estioras and testing in our context. These methods are
valid whatever the identification status of the examined ehagh advantage not shared by standard method-
of-moments techniques. As a result, we can find out how wediriqular structural parameter is identified,
and, what the “true”i(e., the reliably-assessed) uncertainty associated wittsiishate is if the parameter is
weakly-identified. Also, these methods can both correcefoors-in-variables, and formally account for the
integration of calibration with estimation.

We estimate four structural inflation equations [two speatfons based on Eichenbaum and Fisher
(2007), the Blanchard and Gali (2007) model, and the Blamchad Gali (2009) specification], ensuring
that the precise form of the econometric model, includingeats such as specification, normalization and
parameterization, lines up properly with our question ¢éiiest. In this respect, we propose economically-
relevant instrument sets and econometric specificatiatgrtiprove overall identification. Additional contri-
butions are that we estimate both the Blanchard and Gali7(28@d the Blanchard and Gali (2009) models
structurally, to our knowledge the former having only bestineated in reduced-form, and the latter not
having been estimated previouS§ly.

Our main results can be summarized as follows. In contratt previous work using identification-
robust methods that seem to challenge NKPC models, we atmtihat: (i) macroeconomic data can actually
reveal useful information on average price duration in tt@nemy; (ii) results are nevertheless sensitive to
selected instrument and calibration selection. Our firglthgs illustrate the limits of testing such models in
the absence of theory-based guidance for instrument geletd the difficulties associated with calibration.
These issues notwithstanding, we find that several substaqiestions can be answered reliably (albeit to
varying degrees) with all of the models considered.

Particularly, we find that conditional on selected instratseand calibrations, all of the models can
deliver: (i) confidence bounds on the Calvo parameter, amgldh the average duration of prices, that for the
latter line up with available micro-founded studies; (i@ngrally statistically significant estimates (at usual
levels) for the forcing variables; and (iii) non-zero esiies of the structural persistence paramater, (
the implied coefficient on lag one inflation) when such effemte not already calibrated-in. These results
are obtained when, in general, rather than restrictingungnts to the lags of each model's endogenous
variables (although admittedly this is a common practitieg, lags of the endogenous variables from all
considered models are used as instruments for each modiele fism reflecting difficulties arising from
instrumentation, our results call attention to the drawbaaf a strictly limited-information econometric

(2008).

5Studies having examined the identification issue in NKPC efmihclude Ma (2002), Mavroeidis (2004), Mavroeidis (205
Dufour, Khalaf, and Kichian (2006), Canova and Sala (2008)son and Smith (2008), as well as Kleibergen and Mavroeidis
(2009). Related issues may also arise due to structuralhitity. Indeed Benati (2008) provides evidence that ifdtapersistence
has changed over time.

8A recent study by Benati (2009) considers a gap-based veosithe inflation/unemployment equation by Blanchard anti Ga
(2007).



analysis.

In the next section we present the structural forms of trerraditive NKPC models examined. Section
3 describes our empirical analysis and discusses these&dttion 4 offers some conclusions. A technical
Appendix is included to provide details on the calibratechpzeters and on the description of the methodol-
ogy used in this paper.

2. Alternative NK PC models

A number of approaches have been proposed in the literatimglt inflation persistence into DSGE models
in a structural manner. These include models that focus fiereint imperfections of the labor market [for
examples, see Danthine and Kurmann (2004), Walsh (200&yg¢€r, Lopez-Salido, and Lubik (2008)], spec-
ifications that utilize the concept of infrequent infornoatiupdating [otherwise known as sticky information
models, see Mankiw and Reis 2002], staggered wage modele weage-setters care about real relative
wages [Fuhrer and Moore (1995)], models with indexationaif-optimized prices to lagged aggregate in-
flation [as in Christiano, Eichenbaum, and Evans (2005)jyelsas models that allow for some rigidity in
real wages (see section below).

We focus in this paper on the last two model categories, naimdexation-based specifications and
models with real wage rigidities. We study four illustrativases, two from each class. For clarity and ease
of exposition, we present these models in their econonetnies, assuming rational expectations. Estimated
parameters are introduced in the present section, wheetaitscbn calibrated parameters are discussed in a
technical Appendix. We use the following notatiat.refers to inflation;s; represents real marginal costs;
is the subjective discount ratédenotes the Calvo parameter that measures price re-ogtiarizorobability
and1/(1 — ) captures the average duration of pricAsis the first difference operatof; is the variabler
in deviation from its steady-state value; for all modelg Wector of calibrated parameters is denoteddby
In line with our general objective, our notation aims to digainpoint the terms within each NKPC where
0 enters explicitly.

2.1 Indexation-based NK PC models

Indexation models typically assume that some (partiabxation) or all (full-indexation) of the firms that
do not reoptimize their price adjust the latter to past aggpe inflation” We consider a set-up based on
Eichenbaum and Fisher (2007) and allow for full and partidexation.

Formally, the model proposes a Calvo (1983) staggered pgtténg mechanism where, in any given
period, each firm has a probability ¢ ) of resetting its pricei.e., a fraction(1 — #) of firms can adjust
their prices. A proportiow of firms are also assumed to update their non-reoptimizegpto lagged infla-
tion. Whenv = 1, full-indexation is obtained (this is the maintained asptiom in Eichenbaum and Fisher
2007). Benchmark DSGE models often also assume that mastiqally competitive firms face a constant
elasticity of demand, and that capital is homogenous. Bichem and Fisher (2007) modify this setup to
render the last two assumptions more general (and possibtg realistic): (i) they allow firms to face an

"See, for example, Christiano, Eichenbaum, and Evans (20@55mets and Wouters (2003).



increasing price elasticity of demand, by making use of ali&ih(1995) type aggregator over intermediate
goods rather than a Dixit-Stiglitz specification; (ii) theljow capital to be firm-specific (as in Sbordonne
2002 and Woodford 2003), adjustable with cost and with soetayd Finally, they assume that price deci-
sions are made subject to the same timing constraints aslcagcisions, and that the implementation delay
(i.e., the number of periods taken from the time the re-optimiratiecision is made to the time the actual
change is implemented) equalperiods. The econometric version of the log-linearized ehaglgiven for
inflation by:

5 v A(@) D (8,0, m)
A e S 1+ 6v)

7 A X (6,0) s 1
1+ﬂy)m 1+ (B8,0) 5t + e1,441 (1)

where

A(B,0) = (1_9)(91_59). @)

The model expresses inflation (in deviation from steadie¥yts a function of expected and past inflation,
as well as of real marginal cos(t;ét).g The error terme; +; is a moving average of orderthat represents
the assumed implementation delay. As for the functidrisc) and D (3, 6, w), they refer to the structural
assumptions regarding the price elasticity of intermedgiods’ demand that firms face, and the type of
capital market, respectively (refer to the Appendix for endetails). Thus, when capital is homogeneous
and firms face a constant price elasticity of demaadw) = D (3, 6,w) = 1. However, if firms face a
variable price elasticity of demand, < 1, and if capital is firm-specific, thep < 1.

The latter assumptions, in conjunction with the correspamndalibrations, cause inflation to react less
to changes in real marginal costs. Eichenbaum and Fishér)Y20gue that these generalizations are needed
in order for the model to imply plausible degrees of inemigiice setting behavior by firms. We revisit this
evidence by estimating (the Calvo parameter) and(the degree of indexation) in this model under different
calibrations.

2.2 NKPC modelswith real wagerigidity

Recently extensions have been proposed to the standard B&@kthat suggest a role for unemployment in
the determination of inflation by combining nominal rigidg in prices and wages with various other types of
labor market frictions (including, for example, search amatching effects). Among these are models with
real wage rigidities that specify the joint evolution ofges and wages, and where the interaction between
labor market imperfections and inflation can be capturedfatimnal assumptions regarding the dynamics
of marginal costs. This class of models is somewhat diftefiemm the indexation class of models which
primarily assume flexible wages and focus mainly on priceadyias, and where real marginal costs simply
correspond to unit labor costs.

The two illustrative models that we retain as part of the-veadje-rigidity-based class are the recent
Blanchard and Gali (2007) and the Blanchard and Gali (2008gifications. The Blanchard and Gali (2007)

8To be more specifiei; = m — u,., Wherer, is the inflation rate ang. _ its steady-state value, whig = s; — u, wheres;,
is is the real marginal cost and its steady-state value. In the following empirical anay#iie steady-state values will be taken as
unknown but stationary, so they can be viewed as unknowntaoiss On gathering all the constant terms, the unknowiostaty
values can be accounted by including a constant term in ttieeino



model considers staggered Calvo pricing and makes the asisunthat, as a result of some (nhon-specified)
market imperfection, real wages respond sluggishly torla@mand conditions. An index of real wage
rigidity, -, is proposed whereby higher values for this parameter memhsvages depend more on lagged
wages. The econometric version of this model is given by:

. _ B L (1-7)B(w) G (w)
N N 1+5)

whereU; is the rate of unemploymenf\v, is the change in the real price of the non-produced good in the
economy (representing an observable equivalent to a sgholgk term), and where the error term, which
reflects rational expectation error, is uncorrelated wittett — 1 variables. The function8 () andG (w),
wherew represents the calibrated parameters (see the Appendimdog detail) capture the share of the
non-produced good in total output and the slope of labor Isifpp

The above equation again relates inflation to future andeldggflation. Inflation also depends on the real
price of the non-produced good in the economyy, that is meant to capture supply-side effects. Finally,
unemployment enters the model based on underlying equili@tween marginal costs and the employment
gap. In this model, we estimafi(the Calvo parameter) and(the wage rigidity index).

The second model that we consider is that proposed in Bladema Gali (2009). In this case, staggered
price and nominal wage setting is combined with an artiedatet of assumptions regarding frictions in the
labor market, along the lines of the search and matching hodé@samond-Mortensen-Pissarides. The latter
context implies that productivity shocks affect both unéyment and inflation, which is exploited to derive
a relation between inflation and the unemployment rate. dhewing inflation equation is obtained:

} A(B.6) T+ [ } MO B) vy + a1, (3)

1y = Hy(w)A (8,0) Uy + Ho(w)A (8,0) Up—1 + H3(B, @) (8, 0) var, (4)

whereaq; is log deviations of productivity from its steady-state amdssumed to follow a stationary autore-
gressive process with a parameteind wherey is the index of real wage rigiditi€d. The variablel, is the
unemployment rate in deviation frobi (the steady-state value of unemployment). The functifinéo),
Hs(w) and H3(3,w) (as defined in the Appendix) capture various labor marketatteristics, including
the central role of labor market tightness, hiring costswal as steady state mark-up. We estimate the
model in the following quasi-differenced form:

#tt — pri1 = Hi(@)A(8,0) Uy + [Ha(@) — pH1 ()] A (8,0) U1 — pHa(@)A (8,0) Up—a + €3 (5)

The theoretical relations that deliver the inflation/unéyment equation described by (4) can be sum-
marized as follows. The underlying price setting mecharskes the typical Calvo form, in which firms
choose an optimal price that is a weighted function of curegnl expected marginal costs where weights
depend ord. Equilibrium leads to the usual NKPC expression for inflatés a function of expected infla-
tion and marginal costs. In turn, marginal costs depend loor Imarket frictions and on real wage rigidities.

®In the Blanchard and Gali (2007) specification, the equiilitor model is linearized around a zero steady state. In emuati
(3), we nevertheless express inflation and unemploymengviation with respect to (potentially non-zero) unknowrniéhrium
values. We thus allow for an unrestricted constant in thidehas well as in all models studied.

10n equation (4), we express inflation in deviation with restie a (potentially non-zero) equilibrium value. We thusalfor
an unrestricted constant in this model conforming with niedeudied.

5



Formally, this requires some specification for the margowat process, as a functi@ng. of labor market
tightness (the job-finding rate) and productivity. Fromréhen, the relation between labor market tightness
and unemployment leads to the above NKPC, assuming somesgsréor productivity. In this model, we
estimate) (the Calvo parameter) and(the autoregressive process parameter).

Note that the quasi-differenced equation we estimate doeallow to identify the components of the
coefficient on productivity in (4). Nevertheless, the tfansation from (4) to (5) implies that both (53, 0)
and v multiply the variance of the error term in (5); a non-zerooewariance [a prerequisite for (5) to
be estimable] thus requires, in addition to a non-énia non-zeroy. The positivity restriction ony is
fundamental to the model, since a non-zerimplies that wages do not adjust fully to productivity chasg
in which case it becomes impossible to fully stabilize batfteition and unemployment.

2.3 Main issues

The models considered rely on different approaches to ibgildersistence, yet all incorporate the Calvo
model of price setting. We thus target the Calvo parameteuagey parameter of interest. We also revisit
some of the ongoing debates in this literature, arising foamflicts between theoretical predictions and
evidence and/or mixed empirical findings. Some of the gaestrelevant to indexation models that we treat
in this paper are the following.

1. Eichenbaum and Fisher (2007) argue, using model (1) with 1, that economically plausible esti-
mates of) require relaxing the homogenous capital and the constastigty of demand assumptions,
via a calibration-based adjustment of tAéw) and D (3, 0, =) terms. We revisit the empirical sup-
port for this feature.

2. Inflation persistence models has recently been quest&inee the parameters that capture persistence
have been estimated for many inflation-targeting countadse fairly small and even insignificant in
relatively stable monetary policy regimes; see Benati 8@hd the references therein. In contrast,
countries such as the United States were not found to exdiibitar outcomes. Because of the specific
structure of the model under consideration, our estimdtéreeandexation parameteralso shed some
light on this issue.

3. Whether the data supports full indexation is a worthy eitgdi question, particularly because this
parameter is often calibrated in available published works

Real-wage-rigidity-based inflation models are relativalgre recent than the indexation-based class, so
available empirical evidence is more scarce compared tmttexation-based class. In particular, empirical
evidence on deep parameters is still lacking. Some of thiessselevant to these models and that we address
in this paper are the following.

4. Both models we consider capture a dynamic inflation/uneynpent trade-off, the analysis of which
constitutes one of the key questions in macroeconomics. S8fsa how inflation and unemployment



are related, via the sign as well as the significance of theeotitevel of unemployment in both
specifications! In addition, we underline the differences among the two tgns as follows.

(a) Model (3) structurally embeds, in addition to the unemgpient level, the change in the real
price of the non-produced good in the economy. This term mayirgcally capture effects such
as commodity price changes or other supply side factorshihad long been linked to the fit of
traditional Phillips-Curves or VAR-based inflation modglsfer for example to Consolo, Favero,
and Paccagnini (2009) and the references therein for atrdisenission). We assess these effects
via the implied coefficient orv, (note its dependence @h.

(b) In contrast, whether labor market frictions are helpfutapturing inflation dynamics depends,
in model (5), on both the current level and the change in utgyngent. Since\ (3, §) affects all
unemployment lags in (5), the ability to statistically refwnrealistically high values df (for-
mally, the boundary value of one) provides a joint test fag tandamental model characteristic.
We take this question to the data.

5. In model (4), productivity shocks figure as prominent dateants of inflation. In particular, the more
persistent the process for productivity, the more imparaa its effects on inflation. Indeed, the quasi-
differenced transform that we take to the data illustraeseixtent of such additional inertia, beyond
the dependence on two lags of the unemployment rate. We #tadple of productivity shocks via a
model-specific estimate for the AR(1) coefficient in the uhdeg process for productivity.

6. As argued above, and as may be checked from the derivatiihre ioriginal paper, (3) results from a
gap-based relation that takes the familiar hybrid NKPC fofimat relation allows for both an inflation
lag [with coefficient equal toy/(1 + (v)] as well as an expectation term [with coefficient equal to
B/(1+ Bv)], and where the driving variable (with coefficient equaht3, 0)) is a linear combination
of the current and lagged distance of output from its equilih value under flexible prices. While
the (3) form is more amenable to estimation than the lattem f(because of the usual difficulties
associated with measuring the unobserved gap variable)gdh-based version, that hinges on the
precision of the estimates of may also serve to empirically address question (2) above.

3. Empirical analysis

3.1 Data

We conduct our estimations on quarterly U.S. data for theptamextending from 1982Q3 to 2006Q4. The
sample choice is somewhat motivated by the fact that manljestifsee, for example, Benati (2008) and the
references therein) find evidence of a structural break poidhis date. We use the GDP deflator for the
price level,P;, the compensation per hour in the non-farm business samtardgesV;, and we define the

labor share of income as total compensation paid to emptoglieéded by nominal GDP. We also deflate

1As formally shown in the Appendix, our method delivers a oderiice set that is identification robust, which allows a eeci
statistical assessment of the coefficient sign.



the producer price of crude materials by the GDP deflator tainta measure for the real price of the
non-produced good in the econoniy,

Taking the log of these series (which we represent by thespanding small letters), we define inflation,
7¢, as lod P,/ P,—1), real marginal costs, as the detrended logarithm of the labor share of income, faand t
change in the price of the non-produced goddy, as the log difference if¥;. In addition, we use the
quarterly U.S. unemployment rate f6f. Labor productivity is given by the log of the ratio of GDP to
employment, where the latter is total non-farm employment.

3.2 Estimation overview

We conduct all structural estimations and testing usingtifieation-robust methods. The reasons for relying
on such approaches instead of typically-used methods suctaadard generalized method of moments
(GMM) or maximum likelihood are explained at some length imWbeidis (2004), Mavroeidis (2005),
Dufour, Khalaf, and Kichian (2006), Canova and Sala (208@)son and Smith (2008), Dufour, Khalaf, and
Kichian (2008), as well as Kleibergen and Mavroeidis (2008)the Appendix, we briefly summarize the
identification-robust methods that we apply with a rath&itive emphasis on their validation; we refer the
reader to the above references for more information. Fagotation clarity, the following characteristics of
the applied method deserve notice.

1. In contrast with usual inference methods, first a confidergion of joint levell — « is constructed
for the parameters of interest, then a point estimate isddtom within this region.

2. The confidence region is constructed sweeping the ecaadiynimeaningful values of parameters and
collecting those parameter combinations that are not texjeat a certain levek by a specifically-
designed test [refer to (23)].

3. Point estimates correspond to the vector of parameteesahat maximize the latter tesfisvalue
[refer to (25)], or, alternatively, that is “least-rejedte

4. The confidence region so defined admits the possibilityewrfigpboth empty [refer to (26)] and un-
bounded, with the former indicating model misspecificatiand the latter, lack of identification. In
other words, both a misspecification test and a check for weEakification are hardwired into the set
estimation method.

It is also worth noting that the built-in misspecificationechk may shed light on the dependence struc-
ture of model shocks. Recent studies on identification rolmethod have shown that test rejections may
be driven by wrongly using instruments that are correlatél @arror terms; see Doko-Tchatoka and Dufour
2008. So spurious rejections would occur when, in the datks are uncorrelated with tinte— 7 infor-
mation, yet time — (7 — 1) variables are used as instruments. Aside from model (1)withl, timet¢ — 1
variables are theoretically legitimate instruments. Nihadess, empirical considerations arising from say
measurement errors often justify considering longer dépece orders. For the tests we apply, this suggests
relying on timet — 7 instruments when confidence sets with titne (7 — 1) lags are empty.



In what follows, significance refers to a five per cent teselexll variables are taken in deviation from
the sample mean, which is in accordance with not fixing stesale values to specific (zero or non-zero)
parameters, but allowing them to be free const¥htén addition, four lags are used in the Newey-West
heteroskedasticity and autocorrelation-consistentriznvee estimator.

Estimation and test results are reported in Tables 1-3. drcise of each model, we report the point
estimates of the structural parameter and associatedegdaom parameters, the implied average duration
of prices (in quarters) given by/(1 — ), as well as the test p-value associated with the vector oftpoi
estimatesife., the maximal p-value from (25)]. In addition, for each estied parameter, we report in
parentheses its smallest and highest values in the confidenc

We conduct estimations using as instruments lags of thegemaais variables, that is inflation along
with the forcing variables from all three models: marginast; unemployment rate, and the change in the
real price of the non-produced good. For models (1) and (8)also consider for completion, and for the
purpose of comparing our result with the original studiesingtrument set based on model-specific forcing
variables (that is, lags of the marginal cost for model (b Eags of unemployment and the change in the
real price of the non-produced good for model (3)).

In the case of model (5) we add lags of productivity to therimsent set in order to identify; we report
results with and without productivity lags to illustrates@parability of inference in such models. To avoid
the “many instruments” problel?, we use two inflation lags and as many lags of the forcing b The
instrument set specific to model (1) is denotéll”, that specific to model (3) is referred to 28, and
the sets including all forcing variables af& and Z© (the latter includes also lags of productivity). We
hereafter refer to the set that restricts instruments tdaye of each models’ own endogenous variable, as
the “model-specific” set. In contrast, the full set of instrents we use is denoted as the “extra-model” set.

The instrument set used in the original study on model (1)igh&baum and Fisher (2007) includes
lags of each of inflation, marginal costs, output gap, anaigea@n nominal wages. Our estimations with this
instrument set produces results that are qualitativelyiairto the Z£*" case for this model. The instrument
set used in the original study on model (3) in Blanchard anti @807) includes four lags of each of
inflation, the unemployment rate, and the change in the & pf the non-produced good in the economy
(that was proxied by real price of oil by Blanchard and Galiq(2) and that we proxy with the real price of
producer price of crude materials). We use only two lags tidaless of power and/or spurious rejectidfis.

In the case of model (1), estimation with first, second andltlsgs of the considered variables lead
to model rejection. For model (5), estimation with first aeg@nd lags also yield empty confidence sets.
As argued above, these results conform with the likely presef a fairly long moving-average root. In
contrast, we find lag — 1 variables to be empirically compatible with model (3). Véhdne must guard
against over-interpreting such evidence, it is worth rgptimat model (3) features a crude materials price

125ee Shordone (2007) for a discussion on the importance o§icoiin empirical contexts. In this paper, we follow this @geh
and allow for an unrestricted constant in the all the emairgpecifications studied. Numerically, this can be donedither (1)
using raw (uncentered) variables and adding a constantitethe equations studied, or (2) expressing each variabiieviation
with respect to its empirical mean and dropping the congéant. It is easy to see that both these approaches yield e s ults.

3Refer to Kleibergen and Mavroeidis (2009) and related comsia the same volume by Canova, Chaudhuri and Zivot, Dufour
Mikusheva, Wright and Yogo.

1Recall that the Blanchard and Gali (2009) model was not weaity estimated.



index; see the recent discussion in Consolo, Favero andgaict (2009) and the references therein on the
role of commodity price indices in empirical inflation moihej.

3.3 Empirical results
3.3.1 Indexation-based models

For model (1) , we estimat and the partial indexation parameterThe search space féris (0.02,1.00)
and forv it is (0.00,1.00), with grid increments of 0.02 for both. Tl reports the results on this model.

Consider first the cases where the instrument Z&t", is used. Whether capital is homogeneous or
firm-specific, the obtained confidence estimate#fpalthough bounded at the lower end, hits a much too
high value of 0.98, implying an implausible 50 quarters feerage price duration in the economy. The
point estimate fof is about 2.27 quarters under homogenous capital and fer) = 1. In line with the
arguments of Eichenbaum and Fisher, this estimate is muedr IGat around 1.25 quarters) when the more
general assumptions of firm-specific capital ahttv) < 1 are made (the resulting value for (53,60, w) is
0.44 in this case). Notice, also, that the coefficient edgnoa real marginal cost is almost zero regardless
of the assumptions oA (w) and capital.

As soon as we consider the other instrumentefthat was not considered in the original studies)
results change importantly. In particular, we find the Cgdapameter to be bounded at both the upper and
lower ends. Under homogenous capital ahto) = 1, the point estimate faof is 0.46, corresponding to an
average price duration of 1.85 quarters, with the projestindicating a lower bound of 1.56 and an upper
bound of 2.63. When botH () andD (3, 0, w) are calibrated to be 1, the estimate is 0.12, implying an
average price duration of approximately 1.14 quartersedddone might argue that this number is too low,
given that micro-based studies suggest ranges of arourtl8 quarters® The projected bounds féralso
turn out to be lower, with a range of 0.08 to 0.24, implying9lt6 1.31 quarters for average price durations.

Furthermore, withZ*, the coefficient on real marginal costs is significant (ecoically and statistically),
with a point estimate of 0.32 whe# (w) = D (3,6,w) = 1 and a projection range of approximately 0.13
to 0.60. Estimates on this parameter are almost unchanged #fww) and D (3,0, w) are calibrated to
be < 1. These results point to an important role for the extra-rhatdruments that include the lagged
forcing variables associated with the real wage rigiditgdzthequations: lagged unemployment rate and
lagged change in the real price of the non-produced good.

Regarding the indexation parameter, our results are gtiaéity invariant to all considered calibrations
and instruments. We find that: (i) the zero value is firmly dubeit for v with estimates quite far from zero
(the lowest estimated bound is 0.40); and (ii) all obtainexficlence intervals cover the= 1 value. This
result sheds light on the backward-looking behavior of thdi, which we discuss further in Section 3.4
below.

15For example, see Bils and Klenow (2004) and Klenow and Kowt2008). Note that even though macroeconomic models are
admitted simplifications entailed by aggregate behaviee (fr instance, the discussion in Sims (2007)), it is fwless expected
that estimates from NKPC models should more-or-less lingitipthe micro-based evidence.
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3.3.2 Models with wage rigidity

For the Blanchard and Gali (2007) model, we structurallinestie# and the real wage rigidity index. The
search space féris again (0.02, 1.00) and it is (0.02, 1.00) fgrwith grid increments of 0.02 in both cases.

Table 2 reports structural estimation and test resultsHisrmodel. We note that in contrast with the
indexation-based model, and although results remaintsengp the calibration considered, we find well-
bounded confidence sets #for all considered calibrations and instrument sets. Uskiga-model instru-
ments yields tighter confidence intervals. Whenrn= 1.00 andv = 0.33, we find a point of estimate of
0.58 with the model-specific instruments, and 0.64 withaxrtiodel instruments. The projections for the
average duration of prices range from 1.85 to 3.57 quartdhstte former set, and from 2.63 to 2.94 with
the latter set. Both point and set estimates imply a lowerage=duration of prices when we get= 0.50
andv = 0.05: the upper bound is 1.79 quarters with the model-specificungents and 1.56 quarters with
extra-model instruments.

A key feature that results from reliance on the extra-modgirument concerns the significance of the
implied coefficient of current unemployment. Indeed, unoigth calibrations, the projection for this para-
meter does not rule out zero when the model-specific instnisrare used. In contrast, the coefficient is
significant when the expanded instruments set is used. Taggks point to an important role for the lagged
marginal cost variable in identifying the inflation/unemmyinent trade-off embodied by (3).

We also find that the coefficient ahv, is correctly signed and significant. This result is worthimgpt
particularly because it is invariant to our calibrationsl @onsidered instruments.

Regarding the wage rigidity index, our analysis revealgtardinding that is invariant to calibration and
instruments: the projections for decisively exclude zero, and estimates are not close to(#eedowest
observed lower limit is 0.42). We note nevertheless thawidsthe coefficient on time unemployment, the
extra-model instrument set yields tighter confidence setthis parameter, ruling out the unit boundary for
both considered calibrations. In addition, except withrtiemel-specific set and the= 1.00 andv = 0.33
calibration, we find that real wages are mostly backwardtilap as the lowest boundary for theestimate
exceeds 0.50.

Results for the last model that we examine (Blanchard and (@a09)) are reported in Table 3. In
this case, we estimate structurally the paramétand the coefficienp, imposing stationarity and using an
expanded instrument set that now includes also lags of ptivity. Note that our empirical specification
allows~ to be a free non-zero parameter (that scales the error td@ime)range for the estimatetis again
(0.02, 1.00), and fop it is (0.85, 0.99), while the grid search increment is 0.02i@ former, and 0.01 for
the latter.

Results pertaining té correspond closely to what we observe with the indexatased model, in that
they depend dramatically on the chosen instrument set. , Miusn productivity is not considered in the
information set, recovered confidence intervals on Bahdp are much more diffuse, and hit the unrealistic
0.98 boundary fof. In contrast, the use of productivity (which makes sensenvdtgempting to estimate)
tightens estimated sets for both parameters, dramaticathe case o, leading to economically-reasonable
values for the average duration of prices that range fromth@.12 or to 2.72 depending on the calibration.
Our results highlight the non-separability of inferenceirch highly non-linear models.
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Table 1. Indexation model: estimation and tests

Estimates Implied Estimates
Inst. v 0 1/(1—0) coef. onfts41 coef. ons; coef. onfr,—1 | Max P-val
A(w)=1,D(B,0,w) =1

ZBF 1.00 0.56 2.27 0.50 0.18 0.50 0.1129
(0.68,1.00) (0.42,0.98) (1.72,50.0) (0.50,0.59)  (0.0003,0.41)  (0.41,0.50

Z* 1.00 0.46 1.85 0.50 0.32 0.50 0.2048
(0.40,1.00) (0.36,0.62) (1.56,2.63) (0.50,0.71) (0.13,0.60) (0.29,0.50)

A(w)=0.23;D(8,0,w) <1

ZEF 1.00 0.20 1.25 0.50 0.17 0.50 0.1126
(0.68,1.00) (0.12,0.98) (1.13,50) (0.50,0.59)  (0.0001,0.34)  (0.41,0.5Q)

z* 1.00 0.12 1.14 0.50 0.33 0.50 0.2056
(0.40,1.00) (0.08,0.24) (1.09,1.31)  (0.50,0.71) (0.13,0.58) (0.29,0.5Q)

The estimated model is ( 1):

ﬁtZﬁﬁtﬂ‘FﬁﬁtrF A(w()ll—)i_(ﬂﬁ;f,w) A(B,0) si4e1,p41-

The applied test is the AR-HAC test. Four lags are used in thavdy-West heteroskedasticity and
autocorrelation-consistent covariance estimator. Hsdggmann point estimates are reported with the
correspondingo-value under the heading ‘Max P-val’, whilg/(1 — ) refers to the average duration of
prices (in quarters). The numbers in parentheses repontdelneath a parameter estimate correspond to the
projection-based confidence interval for that parametestrument sets are as follow: %" includes the
fourth and fifth lag of each of: inflation and marginal co&t: includes the fourth and fifth lags of each of
inflation, marginal costs, the unemployment rate, and tlaagé in the real price of the non-produced good
in the economy.

In addition, regardless of the calibration used, when prodty is excluded from the instrument set,
estimated ranges for current and lag one unemployment kheugh significant, close to the boundary;
the estimate for the second lag term practically hits the baundary. In contrast, when productivity is
considered in the instrument set, coefficient estimatesenimplied reduced-form parameters are significant
and have the right sign. Our estimated setsfatso sharpen when productivity is used, for both considered
calibrations. The estimated range signals high persistent recalling that we imposed stationarity in line
with the underlying theoretical model, we note that the laaum 0.99 value cannot be ruled out.

3.4 Discussion

The results obtained above provide the following insigktgrding the main issues raised in section 2.3.
On question 1, as pointed out by Eichenbaum and Fisher (20@King the double assumptions that cap-
ital is firm-specific and that intermediate good firms faceréalde price elasticity of demand, lowers the es-
timated value of average price duration. Our finding withrtiedel consistent instrument set conforms with
Eichenbaum and Fischer’'s arguments. However, upon alipfan extra-model instruments, we find that
estimates ofl that line up with micro-based evidence can be obtained ewathé A (w) = D (8,0, w) = 1
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Table 2. Blanchard-Gali (2007) model: estimation and tests

Estimates Implied Estimates
Inst. o 0 1/(1-0)  coef.ofl; coef. ofAv, | /(1 +By) | Max P-val
pn=1.00;v=0.33
zB¢ 0.88 0.58 2.38 -0.01 0.05 0.47 0.2458
(0.42,1.00) (0.46,0.72) (1.85,3.57) (-0.10,0.00) (0.02,0.11) (0.30,0.50)
zZ* 0.68 0.64 2.78 -0.03 0.03 0.41 0.0596

(0.54,0.84) (0.62,0.66) (2.63,2.94) (-0.05,-0.01)  (0.03,0.04) (0.35,0.46)

p = 0.50; v = 0.050

ZB¢ 0.96 0.28 1.39 -0.02 0.05 0.49 0.2411
(0.78,1.00) (0.16,0.44) (1.19,1.79) (-0.11,0.00)  (0.02,0.11) (0.44,0.50)
z* 0.90 0.34 1.52 -0.03 0.03 0.46 0.0594

(0.86,0.96) (0.30,0.36) (1.43,1.56) (-0.05,-0.01)  (0.03,0.04) (0.46,0.49)

The estimated model is (3)

. B 1, [G—ﬂB@ﬁ
ol

= 7 +——T1—
ur; 1+B7Tt+1 1+B7Tt1 1+ﬁ)

G (w)
(1+5)

] A (B,0) U+ [ } A (0, B) Avitea sy

The applied test is the AR-HAC test. Four lags are used in thavdy-West heteroskedasticity and
autocorrelation-consistent covariance estimator. Hedgdnmann point estimates are reported with the cor-
respondingp-value under the heading ‘Max P-val’, whilg (1 — ) refers to the implied average duration
of prices (in quarters). The numbers in parentheses repariderneath a parameter estimate correspond to
the projection-based confidence interval for that parambtstrument sets are as followg?< includes in-
cludes the second and third lags of inflation, and the firshrsg and third lags of each of the unemployment
rate, and the change in the real price of the non-produced igathe economyZ* includes the second and
third lags of inflation, and the first, second and third lageaéh of the unemployment rate, the marginal

cost and the change in the real price of the non-produced igabé economy.
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Table 3. Blanchard-Gali (2009) model: estimation and tests

Estimates Implied Estimates
Inst. p 0 1/(1—0)  coef.ofU;  coef. ofU;_, coef. ofU;_o | Max P-val
&=1;0=0122=0.70; M = 1.20; B = 0.11
z* 0.91 0.42 1.72 -0.65 0.77 -0.16 0.0943
(0.85,0.99) (0.28,0.98) (1.38,50.0) (-1.50,-0.001) (0.001,1.87)  (-0.39,-0.00)
zF 0.99 0.46 1.85 -0.52 0.59 -0.12 0.0567

(0.91,0.99) (0.40,0.56) (1.67,2.72) (-0.73,-0.28)  (0.32,0.89)  (-0.18,-0.0p)
&=2;6=0.10;z=0.70; M = 1.11; B = 0.11

zZ* 0.91 0.50 2.00 -0.63 0.74 -0.16 0.0940
(0.85,0.99) (0.34,0.98) (1.51,50.0) (-1.61,-0.001) (0.001,1.98) (-0.42,-0.00)
A 0.98 0.46 1.85 -0.80 0.99 -0.21 0.0568

(0.92,0.99) (0.40,0.54) (1.67,2.17) (-1.13,-0.50)  (0.59,1.43)  (-0.30,-0.1p)

The estimated model is (5)
e — pri—1 = Hi(@)A (3,0) Uy + [Ha(w) — pH1 ()] A (B,0) Uy—1 — pHa(w)A (B3,0) Up—2 + esy.

The applied test is the AR-HAC test. Four lags are used in thavdy-West heteroskedasticity and
autocorrelation-consistent covariance estimator. Hedgdhmann point estimates are reported with the cor-
respondingp-value under the heading ‘Max P-val’, whil¢(1 — ) refers to the implied average duration of
prices (in quarters). The numbers in parentheses repontetneath a parameter estimate correspond to the
projection-based confidence interval for that parametstrdment sets are as follows? includes the third
and fourth lag of each of: inflation, marginal cost, the unlEyipent rate and the change in the real price of
the non-produced good in the economy and productivity. includes the instruments id*as well as the
third and fourth lag of productivity.
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calibration. Our finding that indexation models can deliveasonable confidence bands éloes not,
in contrast to Eichenbaum and Fisher’s arguments, nedgssesult from modeling capital as being firm-
specific, nor from assuming that firms face a variable priastelity of demand.

On question 2, and as Benati (2008) finds for the US, our infer®n the indexation parameter implies
that the backward looking NKPC term is not statisticallyseldo zero (we find a lower bound of around
0.29 using the extra-model instruments and 0.40 with theakggkecific instrument set). While the purely
forward looking version of the model is thus rejected by thtadour estimated range for this parameter also
conforms with studies such as Gali, Gertler, and Lopeid&4R005) where rule-of-thumb hypotheses are
used as an alternative to indexatin.

On question 3, we find firm statistical support for full indésa, a point worth noting since it was
assumed in Eichenbaum and Fisher (2007).

On question 4, we find that both models that we considered elareda correctly signed and significant
coefficient on the time unemployment term. This result is however highly sensitivénstrument choice
(rather than to calibration). The same observation holdgh® marginal cost term in the indexation model,
and for the coefficients on unemployment lags in model (5¢ointrast, the coefficient on the measure for the
non-produced good in the economy is correctly signed andfgignt, with all calibrations and instrument
sets considered.

On question 5, our estimations suggest a fairly high perstgt measure for the productivity shock,
which implies a fairly high extent of inflation inertia. A rge consistent with the hypothesized model is
obtained, yet the fact that we cannot refute the boundaryeval 0.99 forp calls for further work on mod-
eling the productivity process. Admittedly, Blanchard @bali propose the AR(1) process as a motivating
illustrative case [rather than a fundamental modeling [Befnso in this regard, our results suggest that the
model holds promise. However we do not aim to abstract framrttrument sensitivity problem that seems
as serious in this model as with the indexation based one.

Finally, turning to question 6, on referring our estimai@s$hie hybrid gap-based expression underlying
(3), we find that it is possible to firmly rule out the fully foand-looking model. Furthermore, as with the
indexation-based NKPC, estimates of the backward looléng) are not statistically close to zero. In fact,
wheny = 1.00 and v = 0.33, confidence sets for this term are close to the estimate saoigfained with
the indexation model. The lower bound is higher (exceedid§)owvhenu = 0.50 and v = 0.05.

Taken collectively, our results suggest that the data carallg reveal useful information via the NKPC,
provided instrumentation is not strictly limited-inforti@n based. Indeed, when the expanded instrument
set (including lags of the driving variables of all conselmmodels in addition to model-specific endoge-
nous variables) is used, we find that the examined models@ared (i) confidence bounds on the Calvo
parameter that imply plausible inertia in price settingadgar; (ii) significant and correctly signed estimates
of the driving variables so that the underlying NKPCs appedit the data; and (iii) estimates of structural
persistence that are quite far from zero.

Substantial differences in the results obtained with tffierdint instrument sets regarding the precision
of price duration measures as well as of forcing variablestilate the limits of testing models that require

18Note that we do not take a stance on the structural stabskiys also discussed by Benati (2008), given that our stunhsés
on the post-1980 sample.
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a fair amount of calibration (particularly in a single-etjoa context) and in the absence of theory-based
guidance in the selection of instruments. On balance, welfiaita few key features of the examined NKPC
seem invariant to such problems, at least for the instrusnamdl calibrations considered. These include in
particular the statistically and economically non-zeroKveard looking behavior.

The above cited identification-robust estimations of theA@including our own previous work on such
models) have so far delivered rather pessimistic verdietgasious popular models. Our results show that
such conclusions are not necessarily warranted, althawgtument-sensitivity issues remain. In this regard,
we find that limiting the set of instruments to lagged valuiesnty the variables which appear in the equation
of interest can lead to substantial precision losses, evéiei context of a limited-information analysis.

In the present paper, lags of the driving variables from thrameting models we analyzed provided natural
off-model instruments. Efforts in such directions may bettvpursuing in empirical work on the NKPCs.

4. Conclusion

As econometric methods evolved in the last decade, empigsts of sticky-price NKPCs suggest that
available models do not fare well when taken to the data. dotjme, the profession acknowledges that such
models are imperfect and that analysts must make astuteeshon the features of the models they hope
to capture from the data. In this paper we provide evidenctherempirical worth of sticky-price NKPCs
along these lines.

We estimate four illustrative structural equations allogvior indexation-based or wage-rigidity-based
persistence and focus on assessing the precision of treusalmeasure of average price duration in the
economy based on the Calvo parameter. To do so, we take Slgribe fact that the specifications under
consideration are hard to identify from available datat thacro-data is scarce, and that calibration of some
parameters, error-in-variables, and weak-instrumernisamns are unavoidable.

Without taking a stance on the relative statistical fit of tomsidered models, we show that the two
categories of models can deliver: (i) reasonable and ecmadlgnsound confidence bounds on the Calvo pa-
rameter that line up with micro-based evidence, and (iivswing answers to related substantive questions
on the role of marginal cost or current and lagged unemploynas well as on the role of lagged inflation.
We also find that results are nonetheless sensitive to theechbinstruments and to calibration.

Finally, in view of our finding that strictly-limited-infenation based econometric approaches can be
somewhat restrictive, assessing NKPC equations as pagysftem is a worthy research objective.

YIndeed, even with large dynamic stochastic general eqiuifib systems, reliance on off-model data is not unsual; see f
example Consolo, Favero and Paccagnini (2009) and thesrefes therein.
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Appendix

A Calibration

For a full description of the models used, we refer the retwitite original papers. In this section, we explain
the calibrated parameters that appear in the various NKR&tieqgs.

For the indexation model (13v = (¢, €,&,, ) is defined as followse represents the per cent change
in the elasticity of demand for a given intermediate good tua one per cent change in the relative price
of the good at steady state, agdlenotes the firm's steady state mark-up; conformably, tbadst state
elasticity of demand denoteqis defined such that = n/(n—1) — 1. { is defined ag = a/(1 — &), where
@ is the share of capital in the production functiop.is a positive capital adjustment cost parameter, and
§ is defined such that the elasticity of the investment-tdtahpatio with respect to Tobin's| (evaluated at
steady-state) is given b/ (51). In this setting,

A(w) = 1/(Ce+1) (6)
(1 — ﬁglﬂ)

P02 = g A @)1~ o) + €A () By v

wherek; and ko are the solutions of the 3-equation system that solves:forx, and v subject to the
constraint thatx;| < 1, given by:

1—[p+ (1 —0v)(Bra —E)] k1 +Bri = 0 ®)
B+ [p—BO+k)—(1-0)E]re+p(1—-0)vks = 0 9)
(A (w) (1 - 0) _
uf+n§A)u.—ﬁenn—+§Aﬁ0n2_'” =0 (10)
with

_ - 1 1
= = (1—5(1_‘5))77@@’ (11)
6 = 1+p+(1-p(1-3) 1 (12)

l—ay
Model (1) is estimated under each of the two hypotheses D = 1, andA < 1, D < 1, having imposed
all of the appropriate structural constraints as describekection 2.1. With the latter hypothesis, and as in
Eichenbaum and Fisher (2007), we calibrate the elasticitampeter to 33 and thgparameter to 10 so that
A = 0.23. For the firm-specific capital cas®(< 1), adjustment costs intervene and, as in Eichenbaum-
Fisher,y is calibrated to 3. Finally, the subjective discount rateis calibrated to 0.99.

For model (3)w = (v, 1)’ and

B(w)=(1-v)p, G(w)=wv

wherew is the share of the non-produced good in total outputamsithe slope of labor supply. As in the
original study, we set the Frisch labor supply elastigityto 1, and forv we consider a value @f.33 in line
with the Chari, Kehoe, and McGrattan (2000) study. The @dtéive calibration that we consider is a value
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of 0.50 for theu parameter, and 0.05 faf, which is closer to the actual share of crude materials prtoiu
in the US economy. As beforg,is set t9 0.99.
For model (5) = (a, M, B,3, a:)

. aMg
Hy(w) = 5(1 — U)’ (13)
_aMB()(1-0)(1 - )
HZ(W) - 8(1 _ U) ) (14)
H3(8,w) = — L fil—_ﬂ(?))MB(xa)' (15)

In the abovey is an exogenous separation rate in the labor markistthe job finding ratei is a parame-
ter related to hiring costs\1 is the gross steady-state mark-up, defineg/és— 1) with € being the elasticity
of substitution,3 is a parameter related to the level of hiring costs, and &edststate unemployment rate
is given byl = (6(1 —z))/(z +6(1 — z)). For our baseline calibration, we use the same values atibgte
Blanchard and Gali (2009) for their simulation studies fu US and sef = 1,6 = 0.12, 2 = 0.70, with
M = 1.20 andB = 0.11. We also consider an alternative calibration for some ofpilw@meters. In this
case, we set = 2 ands = 0.10, obtaining a value of 1.11 faoiM. The subjective discount ratg, is again
calibrated to 0.99.

B Methodology

To set focus, consider the model in equation (1), reprodbeee for convenience with each variable consid-
ered in deviation from its empirical mean:

. v . A(w)D (8,0, w
M1 + 77— Tt—1+ (@)D (8 )

g
(1+ Bv) (1+ Bv) (1+ Bv)
where right hand side coefficients are non-linear functiohthe deep parametersandé, conditional on
the remaining parameters which will denéte= (3, w’)’. The latter are calibrated as is usually done in the
literature. Our aim is to estimateandd. .

For presentation clarity, we express (1) as

A~

T =

A(B,0) ¢ + e1,i41

yr = Y/T +e1 441, (16)

wherey, = 7, Yy = (Tyq1, -1, 5¢),

ram = () () ([A51220=2 o))

and wherd’(.|.) refers to the three-dimensional function that links theltreed form” parameters to the deep
parameters (that we aim to estimate) conditional on thédlon!® An instrument setZ;, of dimension
k x 1is also available at time

18As may be checked from the equations (2) and (6) - (12),Ithe) function is highly non-linear and requires solving the
three-equation system (8)-(10) for each value of the co(plé).
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To further simplify presentation, we adopt the followingtatmon: y is theT" dimensional vector of
observations otr;, Y is theT x 3 matrix of observations ofi;; 1, 7;—1 ands;, Z is theT x k matrix of the
instruments, and is theT dimensional vector of error terms, so that (16) translates i

y=YT(v,0|Q) + u. (17)

In traditional estimation methodology, a point estimatg §a f) for the couple(v, §) is found first, and
confidence intervals for each ofand#, each of levell — «, are then constructed and often take the form

Cl(0;0) =0+ SEE() x o, Cl(v;a) =0+ SEE(D) X ¢4 (18)

whereSEE(.) refers to the estimated standard error of the estimateaiglthe asymptotic critical point.
The generalized Anderson-RubiGAR) identification-robust approach that is used in this papecegeds
in the opposite sense: first a confidence set of joint lével« is constructed for the couple, ), then a
point estimate is found from within this set.

The confidence set is constructed numerically (for exantpteugh a grid-search approach), sweeping
the economically-meaningful values rfandé [while fixing 2 to its calibrated value]. For each possible
values forv and @, sayry andfg, a specifically-designed test statistic is applied (namibly GAR test
statistic given below), and the associatedalue is calculated (see below). Collecting th¢sg 6,) choices
for which thep-values are greater than a leveljields a joint confidence region with level- «, which we
denote for further referenc&AR((v, 0) |2; «). This is also known as ‘inverting’ at level, the GAR test
associated with the null hypothesis

Hy(vo,00|) : v =vy, 6=20q, [foragiven()] (29)

wherer, and6, are known value&?
To understand the latter definition, observe that the iatei(.; «) in (18) actually ‘invert’, at levek,
for each ofv andd, the t-statistics

1) = L0=0l, 45y _ =l

SEE(6) SEE(?)
leading to two sets each withla-« level. In contrast, when we proceed by collecting thgd) combinations
that are not rejected at level by the GAR test, the associated regiBAR((v, 0) |2; «) has a jointl — «
level, that is, its probability to cover the true couple 0) is at leastl — «.

Perhaps more importantly, the commonly used forms fora(l% andt(i) statistics are fundamentally
inappropriate since they (that is, the formula ot £(.) as well as the associated central limit theory leading
to thec,, cutoffs) are often derived assuming full identification.cBese such asymptotics do not account for
the possibility of weak identification, they are fundaméwptamaccurate; in fact, the above cited econometric
literature has shown that if traditional GMM-type theoryaigplied, the coverage associated with each of
Cl(.; @) may deviate arbitrarily from the assumed lewvel That is, its probability to cover the parameter
value may be much lower than— «. In contrast, the GAR test does not require identificatior &l not
suffer from such problems.

1%As may become clear belof is fixed though not tested.
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Moving from the joint regiorGAR((v, 0) |€2; ) to individual confidence intervals for eachoftindé is
achieved by projecting the latter region, i.e. by computingurn, the smallest and largest values for each
parameter included in this region. A point estimate can bhésobtained from the joint confidence set. This
corresponds to the model that is most compatible with tha, dat alternatively, that is least-rejected, and
is given by the vector of parameter values with the largegtlpe. The point estimate is thus the so-called
Hodges-Lehmann estimate (see Hodges and Lehmann (1968)esland Lehmann (1983)).

So let us now present the GAR test that we invert, and explaip itvdoes not require full identifica-
tion. The GAR procedure uses a simple artificial regressianhtranslates the test problem into one that no
longer faces endogeneity issues, but that nonethelessrpesshe model’s structural assumptions. For each
combination forvg andé, [given 2], the artificial regression proceeds as follows. The, |Q2) function is
applied® in order to obtair (v, y|?) leading to

7} (v0,00]Q) = 7r — (Freg1, Fe—1, 5t) T (v0, 00|Q) & y*(v0,00|) =y — YT(vg,60|Q) (20)

and the artificial regression, denoted the GAR regression:
y* (v, 00|Q) = ZIT* + u™. (21)
If the null hypothesis (19) that sets= ¢ andd = 6, is true, then the following hypothesis is also true:
Hj(vo,00Q) : TI* = 0. (22)

Hence testing for (22) in the context of (21) provides a t€£18) in the original model (17). The test carried
out in this form fits into a perfectly regular regression feamork and thus does not require identification.

To allow for departures from thiei.d. error hypothesis, we use a Wald-type test statistic with &ew
West autocorrelation-consistent covariance estimatmrobr considered coefficients it is given by:

AR-HAC (v0,6002) = " (vo,00/2)' ZQ(v0, 60/2) " Z'y* (vo, 60|2), (23)

N 1 &

Q (v0,60l2) = > i (vo,00192)° 2124
t=1
L LT
7 > widiy (vo,0019) iy (vo, 0019 (Ze2]_y + Zei Z) (24)
I=1 t=i+1
l
wy=1-—

L+1

whereu, (vg, 0y|?) is the OLS residual associated with regression (21),/aisdhe number of allowed lags.
A p-value [denotech ac (vo,60/2)] is next calculated by referring R-HAC (v, 6) to the x?(k) cut-off.
Then the point estimates correspond to:

(VGar,Ocar) = arg [nax, {prac (vo,00(Q)} . (25)

vo,00

201t is worth reemphasizing that we solve the system (8)-(d0fch value we sweep.
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If, given the data, no parameter values are compatible \wgghntodel, that is if all swepfv, 6y) are
rejected at levedv so the confidence set is empty, or alternatively, when
(m%x) {prac (vo,00|)} < o < GAR((v,0) |2;a) = @, (26)
vo,bo0
then the econometric model is rejected at levein other words, the method has a built-in J-type test. On
the other hand, if a parameter is simply not identifiable givee data, then, for every admissible value of this

parameter, the model cannot be rejected. Accordingly,faliese values should be found in the confidence
set for this parameter estimate, which, in the limit, coutclinbounded?

ZAs argued above, because of asymptotic irregularitiesnteevalsCl(.; «) in (18) would not yield such diffuse intervals if the
underlying parameter is not identified. Rather, one isyikelsee very tight confidence intervals that are focused anrig/’ values.
So intervals as is (18) would grossly understate estimatimertainty, and would fail to cover the true parameter edlwhich, in
view of the interval tightness, will go unnoticed).
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