Binary variables in linear regression

Jean-Marie Dufouf
McGill University

First version: October 1979
Revised: April 2002, July 2011, December 2011
This version: December 2011
Compiled: December 8, 2011, 14:44

*This work was supported by the William Dow Chair in Political Economy (McGilinérsity), the Bank of Canada (Research Fellowship), a Guggen-
heim Fellowship, a Konrad-Adenauer Fellowship (Alexander-von-biidt Foundation, Germany), the Canadian Network of Centres ofllExce [pro-
gram onMathematics of Information Technology and Complex Sys{BHTACS)], the Natural Sciences and Engineering Research CoofiCianada, the
Social Sciences and Humanities Research Council of Canada, andrtie dfe recherche sur la société et la culture (Québec).

Twilliam Dow Professor of Economics, McGill University, Centre interwtiitaire de recherche en analyse des organisations (CIRANO),emd C
tre interuniversitaire de recherche en économie quantitative (CIRE®&)ing address: Department of Economics, McGill University, Le&cBaild-
ing, Room 519, 855 Sherbrooke Street West, Montréal, Québec HIFA @&nada. TEL: (1) 514 398 8879; FAX: (1) 514 398 4938; e-mainje
marie.dufour@mcgill.ca . Web page: http://www.jeanmariedufour.com



Contents

1. Notion of binary variable
2. Seasonal dummy variables
3. Qualitative explanatory variables

4. Bibliographic notes



1. Notion of binary variable
Suppose we wish to estimate a consumption function
CG=a+pBY+&,t=1,..., T, (1.1)

where the errors; satisfy the assumptions of the classical linear model, but we
have reasons to think that the constant is not the same duringe&ss (as op-
posed to normal or peace years):

CG=a:+BY;+¢& , iftisanormalyear, (1.2)

C=a,+pY+& , iftisawaryear. (1.3)

We maintain the assumption that the marginal propensity tswmef is the
same for all observations (although this could also be relaxed).

We can then estimai@, a, anda, by considering the following linear regres-
sion;

C = ai+(a2—0a1) D+ BY + &

= a1+ 0D+ BY;+¢&,t=1,..., T, (1.4)

where

1, if tis awar year,
D= { 0, otherwise. (1.5)
We callD; a “binary variable”.
An equivalent way to proceed consists in considering the reigress

Ct:alDlt+02D2t+ﬁYt+gt7tzl)"wT) (16)

where

1, if t is a normal year,
D = { 0, otherwise, (1.7)
1, if t is a war yeatr,

Dz =1-Dy = { 0, otherwise. (1.8)
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An advantage of the second approach comes from the fact thah#ze regres-
sion directly yields the values @f; anda, (and their standard errors).



2. Seasonal dummy variables

Another important use of dummy variables consists in takirtg account sea-
sonal variation. For example, consumpt@mmay depend on incomg and the
season (first, second, third or fourth quarter):

C=a+PBY,+A1Dy+ADx+ADg+e&,t=1,....T, (2.1)
where
ou = { 5 Iyt e
on = { G e
ou = { s atid e

Equivalently, we can consider the regression:
G =BY:+A1Dy +A2Do +A3Da +A4Dge &, t =1,..., T, (2.9)

where
Dg=1—Dy —Dy—Daz. (2.6)

However, if we tried to estimate the model
C=a+BY+A1Dy+AoDx+A3Dg+AsDg+ &, t=1,...,T,  (2.7)

the matrixX’X would not be invertible (exact multicollinearity). So this shibu
be avoided.



3. Qualitative explanatory variables

Another use of binary variables consists in representing “taiae variables”.
For example, the consumpti@j of a product by individual may depend on the
incomey; (of the individual) and se%:

C=ap+a:S+ay1+¢€,i=1,....n,

where
1,ifi1sawoman,

5= { 0, otherwise, S

Equivalently, we can also write:
Ci:,[gls_l.i+B282i+a2Yi+8iai:]-?'“an? (32)

where

S_I.i:S7 SZi:]-_S.I.i7 (33)
so that _

E(C)=pB,+aYi=ap+0ayYi, if §=0.

One can also include several binary variables which represdeateht charac-

teristics. For example, consumption may be a function of iregnsex (M or F)
and age (less than 25 years, between 25 and 50, more than 50 years):

Ci — U+BY|+V151| —|—V2A1i +Y3A2i + i, | = 17"'7 n, (35)
where
1, if i has sex M,
S = { 0, otherwise, (3:6)
_ | 1,ifiisless than 25 years old,
Au = { 0, otherwise, (3.7)



1, if i has age between 25 and 50 years,
Ay = { J yed (3.8)

0, otherwise.

If a constant is included in the regression, one must leave oarypvariable for
each characteristic.



4. Bibliographic notes

Dummy variables can also be used to compute predictions anttpoaderrors,
as well as to perform tests for structural change; see Dufour (1980, 1982,
1982y) For more details on binary variables in econometrics, the readgrcon-
sult Maddala (1977) and Johnston (1984).
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