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ABSTRACT

Cloud-top verification is inherently difficult because of large uncertainties in the estimates of observed

cloud-top height. Misplacement of cloud top associated with transmittance through optically thin cirrus is one

of the most common problems. Forward radiative models permit a direct comparison of predicted and ob-

served radiance, but uncertainties in the vertical position of clouds remain. In this work, synthetic brightness

temperatures are compared with forecast cloud-top heights so as to investigate potential errors and develop

filters to remove optically thin ice clouds. Results from a statistical analysis reveal that up to 50%of the clouds

with brightness temperatures as high as 280K are actually optically thin cirrus. The filters successfully re-

moved most of the thin ice clouds, allowing for the diagnosis of very specific errors. The results indicate a

strong negative bias in midtropospheric cloud cover in the model, as well as a lack of land-based convective

cumuliform clouds. The model also predicted an area of persistent stratus over the North Atlantic Ocean that

was not apparent in the observations. In contrast, high cloud tops associated with deep convection were well

simulated, as were mesoscale areas of enhanced trade cumulus coverage in the Sargasso Sea.

1. Introduction

Technological advances in autonomous aviation and

precision optical systems have increased the demand for

accurate cloud forecasts. As numerical models become

more sophisticated, forecasters and machine-based al-

gorithms are increasingly turning to modeled cloud

output as guidance for the horizontal and vertical loca-

tion of clouds. Satellite observations, with their broad

coverage and high resolution, are often useful for veri-

fying cloud forecasts (Bikos et al. 2012). Uncertainties in

cloud heights derived from satellite complicate the

comparison, however. Satellite cloud-top retrievals may

contain errors of up to 7km in regions of optically thin

clouds (Smith et al. 1996; Frey et al. 1999). Many recent

studies have used synthetic brightness temperatures

generated from model output as a means to more con-

sistently compare model radiance with observations

(Morcrette 1991; Karlsson 1996; Rikus 1997; Chevallier

and Kelly 2002; Tselioudis and Jakob 2002; Lopez et al.

2003; Sun and Rikus 2004; Söhne et al. 2008; Otkin et al.

2009). These comparisons reveal general trends in

model cloudiness relative to climatological satellite data

(Zhang et al. 2005) and are also useful for comparing

physical parameterizations—in particular, microphysi-

cal schemes (Grasso et al. 2008, 2010, 2014; Grasso and

Greenwald 2004; Chaboureau and Pinty 2006; Otkin and

Greenwald 2008; Jankov et al. 2011; Jin et al. 2014;

Thompson et al. 2016).

Although brightness temperatures are the most

consistent way to verify the forecasts, the cloud-top
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heights are still important to forecasters. Brightness

temperature and cloud-top height fortunately tend to

be well correlated for thicker clouds. Because cloud-

top height can be determined directly from the forecast

model, the synthetic brightness temperatures offer an

opportunity to investigate the effects of conditional

sampling on the uncertainty of the radiance-based

cloud tops. Similar verification efforts by Zhang et al.

(2005) and Otkin and Greenwald (2008) have suc-

cessfully used cloud optical thickness in combination

with brightness temperature to sort clouds into basic

types. Although cloud-top heights were not directly

verified, both studies were able to infer general trends

such as the underrepresentation of midlevel clouds in

the numerical forecasts.

This work is a continuation of the above efforts to

determine the accuracy of conditionally sampled model

cloud-top forecasts. A set of threshold criteria will be

applied to forecast synthetic brightness temperatures

generated by the Coupled Ocean–Atmosphere Meso-

scale Prediction System (COAMPS1; Hodur 1997).

Various combinations of total-condensed-water-path

(TCP) and cloud-top-property thresholds will be ap-

plied in an effort to reduce cloud-top uncertainty while

retaining the maximum number of viable points. These

thresholds will then be applied to filter the observations

from the Geostationary Operational Environmental

Satellite-13 (GOES-13) for comparison with the fore-

casts. Although the effects of the criteria on the ob-

served retrievals are not directly known, simple errors

associated with optically thin2 ice clouds were found to

dominate. The contributions of other errors associated

with temperature inversions, overlapping cloud layers,

or surface emissivity remain open questions. Despite

these uncertainties, the resulting statistics reveal sys-

tematic model errors that stand out with greater clarity

than would have been available from the unfiltered

brightness temperatures, especially for low- and mid-

level clouds that are often masked by misplaced upper-

atmospheric thin clouds.

2. Forecast and observational data

COAMPS was used to generate a set of 48-h forecasts

over eastern portions of the United States and western

portions of the Atlantic Ocean for the period of 26 July–

9 August 2015. The computational domain consisted of

two one-way nested grids with horizontal spacings of 45

and 15 km, respectively (Fig. 1). The forecasts from the

15-km grid were used in the verification. The vertical

domain consisted of 60 sigma-z levels extending from

10m to a model top at approximately 30 km. Forecasts

were initialized daily at 0000, 0600, 1200, and 1800 UTC,

using the Naval Research Laboratory’s Atmospheric

Variational Data Assimilation System (NAVDAS;

Daley and Barker 2001). The previous 6-h forecast acted

as a first guess. Boundary conditions were supplied from

the Navy Global Environmental Model (NAVGEM) at

3-h intervals using a Davies (1976) scheme. The explicit

microphysics was parameterized using a modified ver-

sion of the single-moment bulk scheme of Rutledge and

Hobbs (1983, 1984) that is described by Chen et al.

(2003). The mixing ratios of cloud droplets, cloud ice,

rain, snow, and graupel were all predicted. Subgrid-scale

convection was parameterized using the Kain–Fritsch

scheme (Kain and Fritsch 1993). The Fu–Liou (Liu et al.

2009) parameterization was used for shortwave and

longwave radiative transfer. Boundary layer turbulence

was parameterized using a 1.5-order turbulence closure

method (Mellor and Yamada 1982) in which turbulent

kinetic energy is explicitly predicted. Although a shal-

low cloud scheme is available in COAMPS, it was not

deployed for these simulations because the additional

mixing removed almost all boundary layer clouds.

FIG. 1. The 45- and 15-km COAMPS forecast domains are de-

picted as labeled. The GOES verification domain is denoted by the

red dotted box.

1 COAMPS is a registered trademark of the Naval Research

Laboratory.

2 For brevity, from this point on the terms ‘‘thick/thin’’ will refer

to ‘‘optically thick/thin’’ clouds.
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Despite recent advances in computing power, rela-

tively coarse grid spacing is still necessary to support the

rapid production of forecast data covering large areas.

Also, compromises such as the Kain–Fritsch scheme will

strongly affect the cloud forecasts. In its current im-

plementation in COAMPS, the Kain–Fritsch scheme

feeds back convectively generated vapor and cloud

water tendencies to the explicit microphysical scheme,

which operates on themodel grid. Because convection is

only assumed to cover a small portion of each grid

square, the tendencies are too weak to saturate the en-

vironment at most levels. As a result, convective clouds

are underrepresented in the lower and middle tropo-

sphere. Near the tropopause, the tendencies become

strong enough to produce extensive cirrus shields, which

is reasonable considering that the scale of the anvil is

often many times the size of the convection that pro-

duced it. The Kain–Fritsch scheme was primarily de-

signed for turbulent closure and will not properly

represent most convective clouds. Deep convective

clouds have a horizontal length scale of approximately

5 km, whereas active/passive cumulus in the planetary

boundary layer have even smaller horizontal length

scales, on the order of 0.5 km. Even grids with horizontal

spacings on the order of 1–2km will not fully resolve

these clouds. Because these forecasts are actively used

by forecasters in the field, however, the model capabil-

ities need to be understood.

The synthetic brightness temperatures were derived

using the delta-Eddington two-stream (Deeter and

Evans 1998) method described by Grasso et al. (2008)

and Bikos et al. (2012). The COAMPS forecasts of

temperature, pressure, relative humidity, surface tem-

perature, and mixing ratio for the microphysical species

were all used in the forward radiative transfer calcula-

tion. The microphysical size distributions and the single-

scattering albedo calculation were adapted to match the

assumptions in COAMPS. Synthetic brightness tem-

peratures for the 10.7-mm infrared channel or GOES

channel 4 (CH4) were derived at 6-h intervals for all

forecasts on the 15-km grid through 48h.

The observed data consisted of GOES-13 CH4

brightness temperatures as well as retrievals of cloud

water path, cloud-top height, and cloud type. Retrievals

of cloud water path were obtained from the National

Aeronautics and Space Administration Clouds and the

Earth’s Radiant Energy System (CERES), as described

by Minnis et al. (2008). Daytime retrievals were pri-

marily used for the quantitative comparisons in this

work, although results from both day and night are

displayed for comparison. Nachamkin et al. (2009)

found that mean COAMPS TCP values were well cor-

related with daytime retrievals for values # 200 gm22.

The satellite retrievals tended to underestimate TCP for

thick, inhomogeneous clouds, especially at high zenith

angles.3 Cloud-top height was derived from the thermal

spectra as described by Mitrescu et al. (2006). Observed

brightness temperatures were matched with corre-

sponding NAVGEM temperature fields to estimate

cloud-top height. Cloud type was derived using the ex-

plicit physics algorithm outlined in Bankert et al. (2009).

The observed satellite pixels were sorted into seven

categories consisting of clear, partly cloudy, liquid water,

supercooled water or mixed phase, glaciated (opaque

ice), cirrus, and cirrus overlap. Validation of cloud-typing

algorithms is difficult because of the lack of large cloud-

type ground-truth datasets. Bankert et al. (2009) found

that one of themost common errors was themisdiagnoses

between the cirrus and overlap categories. The glaciated

and mixed-phase clouds were also occasionally mis-

diagnosed. In this work, the high cloud types were com-

bined into one category to aid in the identification of ice

clouds (glaciated, cirrus, and cirrus overlap) that would

likely contain greater cloud-top-height errors.

All of the satellite observations except cloud type

were linearly averaged to the 15-km COAMPS grid

from their native 4–8-km resolution. As a result of data-

collection limitations, the satellite data only covered a

portion of the COAMPS domain; thus, the verification

domain consisted of the red dashed box in Fig. 1. For

cloud type, the mode of the native pixels was used to

represent the cloud type within the area centered at

each COAMPS grid point. The differing interpolation

methods resulted in differences in cloud coverage, es-

pecially near cloud edges or partly cloudy areas. As a

result, unless otherwise noted, the cloud type was used

as a diagnostic field to locate regions of ice clouds.

3. Conditional-sampling experiments

The mean coverage distributions of the brightness

temperatures and cloud-top heights for all points with

cloud cover are shown in Fig. 2. All of the distributions

were normalized by the size of the verification domain.

To emphasize better the diurnal nature of the cloud-top-

height errors as well as to isolate the daytime retrievals,

only those forecasts initialized at 0000UTCwere used in

the calculation. The 1200UTC forecast trends were very

3Nachamkin et al. (2009) contained three typographical errors in

which the definition of the solar angle was reversed. The scientific

results were not affected, but the typographical errors could lead

to confusion. On page 3487, ‘‘low zenith angle’’ should be ‘‘high

zenith angle’’ and ‘‘low solar zenith angles’’ should be ‘‘high solar

zenith angles.’’ On page 3488, ‘‘high zenith angle’’ should be ‘‘low

zenith angle.’’
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similar to those at 0000 UTC. Because the observed

cloud-top-height and TCP retrievals are generally less

accurate at night, the discussion will focus on the day-

time results (1200 and 1800 UTC). The strong similarity

between the observed brightness temperatures and re-

trieved cloud-top heights reflects the dependence on the

raw observations in the retrieval (Figs. 2b,d). The fore-

cast cloud-top heights show much greater concentra-

tions of high cloud tops between 11 and 14km MSL4

than are indicated by the synthetic brightness tempera-

tures alone (Figs. 2a,c).

At this point a brief discussion about the definition of

cloud-top height in the model is warranted. Cloud-top

height is often used as a forecast product, but its defi-

nition is somewhat arbitrary. It can be defined by a

mixing-ratio or total-water-content threshold that is

exceeded from the top down at either a single level or

as a top-down integrated quantity. Because the units of

total water content are water mass per unit volume, that

quantity would likely be superior from a user-oriented

perspective. Many optical systems are sensitive to the

particle number density along the line of sight. Mixing

ratio also does not account for the change of air density

with height. A constant mixing-ratio threshold results

in a positive upper-tropospheric cloud bias because

lower amounts of water per unit volume are required to

exceed the threshold. For these reasons, mixing ratio

probably should not be used to define cloud top or cloud

base. The issue of defining the cloud top from an in-

tegrated versus a single-level value is also a matter of

perspective. Satellite radiance is an integrated quantity,

and setting the cloud top as the level (integrating down

from the top of the model) at which the integrated total

water content exceeds a threshold would be more con-

sistent with the observations. Forecasters or pilots may

be more concerned with clouds at a specific horizontal

level, however. The differences between each cloud-top

FIG. 2. The mean coverage distributions of the (top) brightness temperatures (K) and (bottom) cloud-top heights (km MSL) for all

points with cloud cover within the verification domain at each forecast lead time for the (a),(c) COAMPS and (b),(d) GOES distributions.

COAMPS cloud tops are defined as the highest level with total water content that exceeds 1026 kgm23. The data were compiled from all

model runs initialized at 0000 UTC for the 26 Jul–9 Aug verification period. The coverage fraction (shaded) in each bin is tabulated as the

total number of occurrences normalized by the total number of cloudy and clear points within the verification domain.

4 All cloud-top heights are defined to be above mean sea level.
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definition become apparent when comparing the cloud-

top-height distributions in Fig. 3 with those in Fig. 2. In

Fig. 2, forecast cloud-top height is defined as the highest

level with a total water content exceeding 1026 kgm23.

In Fig. 3a cloud-top height is defined as the first level

at which the top-down integrated total water exceeds

1026 kgm22, and in Fig. 3b it is defined as the highest

level that exceeds a mixing ratio of 1026 kgkg21. The

effect on the distributions is substantial, especially in the

upper atmosphere. As expected, the mixing-ratio and

integrated thresholds result in more upper-level cloud-

iness being diagnosed. The effect is less noticeable at

lower levels, with relatively little change there. Overall,

the mixing-ratio threshold results in about 5% more

cloudy points than does the single-level total-water-

content threshold. Situations with thin cloud layers

overlapping low cloud decks may result in greater sen-

sitivities in the distribution of low cloud tops than was

noted in these results. Such cases of overlap were not

readily apparent here. In the current work, the cloud

definition was chosen to be the highest level with a total

water content that exceeds 1026 kgm23 (Fig. 3) since

that is most consistent with current user needs. An ar-

gument could be made for the integrated threshold

(Fig. 3a), but the synthetic brightness temperatures

mitigate the need for it in this study because they already

account for the integrated nature of the observations.

Note that the numerical value of the threshold is also

arbitrary. Because 1026 kgm22 is widely used, that value

was retained.

A snapshot scatter/density plot of the COAMPS

cloud-top height versus synthetic brightness tempera-

ture for the 12-h forecasts valid at 1200 UTC is shown in

Fig. 4. The horizontal lines of enhanced counts are an

artifact of the discrete model sigma levels. The lines are

more pronounced in the upper troposphere as a result of

the greater spacing between levels as well as the in-

creasingly horizontal nature of each sigma surface with

height. The large spread at upper levels indicates poor

correlations between the brightness temperatures and

cloud-top height. Most of the off-diagonal values were

skewed toward warm temperatures, with a nontrivial

number of very large discrepancies in the upper atmo-

sphere. At the extreme limit, brightness temperatures of

285K were representing clouds located at 14 km, which

is about 70K above the air temperature at this level. This

pattern was a continuous feature at all forecast lead

times and is consistent with errors associated with op-

tically thin cirrus. In the lower troposphere, high con-

centrations of warm, low-topped clouds displayed a

more linear relationship between brightness tempera-

tures and cloud-top height, indicating that these clouds

FIG. 3.MeanCOAMPScoveragedistributions for all cloudswith tops

defined by (a) integrated total water content that exceeds 1026 kgm22

and (b) single-level mixing ratio that exceeds 1026 kgkg21. The data

were compiled from all runs initialized at 0000UTC. Coverage fractions

are normalized as in Fig. 2.

FIG. 4. Scatter/density plot of COAMPS synthetic brightness

temperatures (K) and cloud-top heights (km MSL) at each cloudy

point within the verification domain. The number of points in each

;0.167-km 3 1-K bin is indicated by the color bar. The data were

compiled from all 12-h forecasts from runs initialized at 0000 UTC.

The total number of points is indicated in the bottom-right corner.
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were optically thick. A considerable spread was still

apparent, however. Latitudinal and temporal variations

in the boundary layer forecast temperature likely

contributed.

In an effort to identify thicker clouds with more reli-

able cloud tops for verification, a TCP filter was applied

to both the observed and forecast cloud data. Many of

the poorly correlated forecast cloud-top heights and

brightness temperatures were removed by excluding all

points with corresponding TCP values of less than

25 gm22 (Fig. 5). Vertical distributions of the synthetic

brightness temperatures more closely matched the

forecast cloud tops, especially at upper levels. A large

percentage of highly correlated points below 4km were

also removed from the forecasts, however, and the re-

maining number of points in Fig. 5 is less than one-half

that in Fig. 4. Other TCP thresholds that are lower than

25 gm22 were also attempted. Those retained more low

clouds but were less effective at removing the higher

clouds. The observed cloud distributions (not shown)

experienced a similar reduction in both upper- and

lower-tropospheric cloud counts with the application of

the TCP filter. Many of the lower (nonice) clouds that

were removed were in regions of scattered cumulus or

stratus, as based on the visual appearance of the GOES

cloud field.

Microphysical information can be used to refine the

effects of the TCP filter such that it acts primarily on ice

clouds. Particle type is easily determined in the forecasts

from the phase of the microphysical constituents at

cloud top. For the observations, the necessary cloud-

type (liquid or ice) information was obtained from the

retrievals. Bankert et al. (2009) noted that the retrievals

had more trouble sorting between ice cloud types than

differentiating between ice and liquid. Mixed-phase

clouds tend to be thicker, more convective, and less

likely to be affected by the TCP filter if they are mis-

identified as ice. The discreet nature of the cloud-type

information was problematic. Because the mode of the

cloud type is used on the COAMPS grid, some clouds

were likely misidentified. To mitigate these issues, both

the TCP and cloud-type criteria were applied to the raw

satellite data prior to interpolation to the COAMPS

grid. Once the observed and forecast microphysical in-

formation were obtained, it was used to constrain the

TCP filter to all cloud tops consisting entirely of ice. All

other cloud tops were left unfiltered. Unless otherwise

noted, this combined filter (removing all ice cloud tops

with TCP , 25 gm22) was applied to both the obser-

vations and the forecasts for the remainder of this study.

The resulting forecast cloud-top distributions retained

all of the low clouds while removing many of the un-

certain high, thin ice clouds (Figs. 6–8). In terms of the

total percentage of cloudiness retained, the 25 gm22

criterion alone removed about 66%of the forecast cloud

cover, but the cloud-type mask reduced that value to a

range of 35%–50% depending on the forecast valid time

(Fig. 9).5 Many clouds were removed from the obser-

vations as well, including a large number with retrieved

cloud-top heights in the lower atmosphere (Fig. 8). Ex-

amination of the visible and water vapor imagery

FIG. 5. As in Fig. 4, but all points with TCP values of less than

25 gm22 have been removed.

FIG. 6. As in Fig. 4, but all points with cloud tops consisting

entirely of ice species and TCP values of less than 25 gm22 have

been removed.

5 Because of the limitations of the GOES nighttime observations,

the diurnal variations were not investigated.
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revealed that extremely thin or scattered cirrus were

being assigned cloud-top heights as low as 1.5 km. More

observed clouds were retained overall, with the com-

bined TCP and cloud-type filter removing between 10%

and 27% of the total observed cloudy points (Fig. 9).

The differences between the filtered and unfiltered fields

suggest that thin cirrus can contribute to significant

biases in the perceived cloud-top distribution. Thin cir-

rus accounted for about 50% of the observed cloudiness

and from 30% to 60% of the forecast cloudiness in the

layer with temperatures ranging from 280 to 285K

(Figs. 8 and 9). The difference in the vertical distribu-

tions was also more concentrated in the lower tropo-

sphere in the observations than in the forecasts (Fig. 8).

One possible reason may be that the thickness of the

model vertical levels places a lower limit on the cloud

optical thickness for a given ice water content. Un-

certainties in the observed TCP retrievals, as well as in

the calculation of synthetic brightness temperature, also

possibly contributed to these vertical variations. It is also

likely that the vertical structure of the simulated cirrus

clouds was very different from the observations.

The degree to which the correspondence between the

forecast cloud-top height and the brightness tempera-

ture is increased by filtering is reflected in increased

Pearson correlations (Fig. 10). The correlations for the

original forecast fields range from 0.7 to 0.8, but they

increase to 0.95 and above when the combined TCP and

cloud-type filters are applied. The Pearson correlations

for the TCP filter alone were slightly lower because of

the removal of high-brightness-temperature clouds in

the lower troposphere. Note that the Pearson co-

efficients for the observed fields were never less than

0.98 regardless of the threshold because of the direct

dependence of the retrieved cloud-top heights on the

brightness temperatures.

The impact of the conditional sampling on the ob-

served cloud-top uncertainty is hard to gauge because of

the lack of accurate cloud-topmeasurements. Each filter

removed fewer clouds in the observations than in the

forecasts, especially during the day, indicating that the

observed clouds were more optically thick. Because

most systematic errors in the retrievals lead to low TCP

biases, the observed optical thickness was likely

FIG. 7. As in Fig. 2, but all points with cloud tops consisting entirely of ice species and TCP values of less than 25 gm22 have been removed.

Coverage fraction is normalized by the same values that were used to normalize the fractions in Fig. 2.
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underestimated. Miller et al. (2000) found that the re-

trievals tend to underestimate TCP in areas of deep,

inhomogeneous clouds. Low sun angles and variations

between day and night formulations also lead to errors.

These fluctuations likely contributed to the diurnal

variability in the observed cloud properties in this study.

Nachamkin et al. (2009) noted similar variations with

sun angle. Min et al. (2004) did find that optical depth

can be overestimated for inhomogeneous regions of

optically thin cirrus over land. These clouds were ex-

ceedingly thin and scattered in nature, however, and

would likely have been below the 25 gm22 TCP

threshold. Min et al. (2004) noted that optical depths for

homogeneous cirrus clouds were well estimated.

4. Forecast cloud comparisons

The 2-week period covered by this study was charac-

terized by a weak, quasi-stationary front that extended

from central Florida northeastward into the Atlantic

Ocean, off the east coast of the United States. The front

served as a focal point for numerous convective systems

and their associated high cloud tops, as indicated by the

fraction of the period covered by clouds at each point

(Figs. 11a,b). Episodic convective systems also moved

FIG. 8. Differences between the filtered mean coverage distributions shown in Fig. 7 minus the original coverage distributions in Fig. 2

for (top) brightness temperature and (bottom) cloud-top-height for all points with cloud cover at each forecast lead time for the

(a),(c) forecast and (b),(d) observed values.

FIG. 9. Mean fraction of the verification domain covered by cloud

during the 26 Jul–9 Aug period. The FC and OB lines represent the

original cloud coverage from COAMPS and GOES, respectively.

Coverage of clouds filtered with the 25 gm22 TCP threshold is de-

noted by FTW25 (COAMPS) and OTW25 (GOES). Coverage of

clouds filteredwith the combined 25 gm22 TCP/ice cloud criterion is

denoted by FTW25U (COAMPS) and OTW25U (GOES).
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into the verification domain from the Midwest, with

centers tracking across Illinois, Indiana, and Ohio.

Elsewhere, diurnal cumulus and scattered thunder-

storms prevailed in a typical summertime regime.

Substantial differences existed between the forecast

and observed filtered cloud fields. Total forecast cloud

coverage within the verification domain was only 39%–

74%of the observed total (Fig. 9).Although the observed

cloud coverage exceeded that of the forecast, the forecast

cloud-top heights were generally higher (Fig. 11). A bi-

modal cloud-top distribution was noted in the forecast

fields, with maxima near the surface and the tropopause

(Fig. 7); in contrast, the midtroposphere was character-

ized by a distinct lack of cloudiness. Observed cloud tops

were more evenly distributed, with a single broad maxi-

mum just above the boundary layer that decreased sig-

nificantly toward the surface.

A distinct maximum of low stratus clouds and/or fog

existed within the forecast boundary layer during all

times of the day. One of the most persistent regions of

low clouds in the forecasts was located over theAtlantic,

north of 408N in the cool waters of the Labrador Cur-

rent, north of the Gulf Stream (Fig. 11b). In that region,

clouds with heights of 0.5 km or less were present at al-

most every lead time through the entire forecast. Ob-

served cloud-top heights in that area, however, tended

to be in the 4–6-km range (Fig. 11a). Multiple oppor-

tunities to sample any persistent low-level cloud layers

existed in localized gaps in the observed midlevel cloud

layer. Conditional samples of all cloud tops below 2km

revealed very few observed low clouds in this region

(Fig. 12a). Ship and buoy data indicated no systematic

bias in forecast near-surface temperatures or dewpoint

temperatures, which suggested that other factors in-

volving the turbulent mixing or radiation scheme may

have been involved in producing the spurious low

clouds. A general lack of midlevel clouds in the forecasts

may also have had significant radiative impacts in the

lower atmosphere.

Another relative maximum of occurrence of low

clouds in the forecasts was apparent over Illinois east-

ward through Virginia (Fig. 12b). Most of these clouds

occurred during two distinct periods. The first period,

which occurred during 27–28 July, was characterized by

boundary layer clouds and widely scattered thunder-

storms. Extensive stratus on the morning of 27 July was

well simulated, but the model did not forecast the con-

version to nonprecipitating cumulus during the after-

noon hours. Instead, the stratus decreased in coverage

but no shallow cumulus clouds developed. Several re-

gions of observed midlevel clouds were also not simu-

lated. On 28 July, the day started out mostly clear in the

observations but cumulus and scattered thunderstorms

developed as the day progressed. In the model, regions

of stratus persisted through the day but again cumulus

failed to develop. On both days, the Kain–Fritsch pa-

rameterization produced light precipitation in the fore-

casts that was too broad in coverage relative to the

observations. Although forecast rainfall amounts in this

area were generally 5mm or less, the cooling and

moistening tended to reinforce the stratus deck. Forecast

temperatures were 28–38C below the observed values, and

dewpoints were 28–38C above observed values.

The second cloud event was associated with the pas-

sage of a synoptic wave on 6–8 August. Being more

synoptic in nature, the overall cloud shield was better

simulated but was more extensive than the observations

and contained fewer breaks. In the observations, mid-

level clouds obscured much of the low cloud deck. Low

cloud tops that were visible tended to be 0.5 km higher

than what was forecast. Vertical grid spacings of 200–

300m at cloud top may have contributed to some errors,

although the systematic nature of the low bias suggests

the boundary layer may have been too shallow. The

model produced far less midlevel cloudiness than was

observed with this system and, as a result, registered

more low cloud tops than the observations did in the

statistical mean.

Aside from in the Midwest, the model produced rel-

atively few low clouds over most land locations. In

contrast, extensive regions of low clouds were observed

over the northeastern and southeastern United States as

well as Cuba and the Bahamas. Many of these clouds

were convective in nature. As with the first Midwestern

cloud case above, the model failed to produce any cu-

mulus clouds. This result is primarily due to the inability

of the model to represent or resolve cumulus clouds on

the 15-km horizontal grid.

FIG. 10. Pearson correlations between cloud-top height and

brightness temperature for all cloudy points over the verification

domain for the 26 Jul–9 Aug period. The original GOES obser-

vations are denoted by the dashed OB line. Correlations from

COAMPS clouds filtered with the 25 gm22 TCP threshold are

denoted by FTW25. Correlations from COAMPS clouds filtered

with the combined 25 gm22 TCP/ice cloud criterion are denoted

by FTW25U.
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The forecast performed best with the low clouds over

the open waters of the Sargasso Sea (east of 708W and

south of 308N). This region was characterized by a fairly

steady state field of scattered cumulus clouds that re-

mained little changed away from any convection. Al-

though the simulated clouds weremore widespread than

was observed, their behavior was similar. Scattered

areas of low cloud traversed the area in a nearly con-

tinuous fashion. The cloud tops were still too low rela-

tive to the observations. Predicted values were between

0.6 and 1.2 km, whereas observed values were from 1.6

to 1.8 km.

Higher clouds associated with precipitating convec-

tion were more consistently represented than the low

or middle clouds, as indicated by the coverage of all

clouds with tops of greater than or equal to 10 km

(Fig. 13). The region of convection paralleling the U.S.

east coast was well located, especially in its northern

portions. Farther south, the 18-h forecast cloud tops

were more scattered in coverage. Parameterized con-

vection was the primary source for high cloudiness in

the model, and the Kain–Fritsch parameterization

tended to preferentially trigger over land along con-

vergence zones related to differential heating. The sea

breeze is especially visible over the eastern Carolinas

as well as parts of Florida. Mountainous regions along

the Appalachians and western Cuba also acted as focal

points for excess convection. Many of these conver-

gence zones are apparent in the total observed cloud

frequencies (Fig. 11c), but the observed cloud tops

FIG. 11. Mean properties of the filtered cloud fields over the verification domain at 1800 UTC for the 26 Jul–9 Aug period. Mean cloud-

top height (CTH; km MSL) is displayed for the (a) GOES observations and (b) 18-h COAMPS forecasts. In addition, the mean cloud

coverage as defined by the fraction of the 2-week periodwith cloud cover is displayed for both (c) GOES and (d) COAMPS.White regions

in (b) correspond to areas that were clear at 1800 UTC through the entire period.
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were considerably lower than the forecasts, indicating

that the parameterized convection was too deep.

Forecast cloud-top heights were generally higher than

the observations even in regions where both had deep

convection. The presence of multiple lower- and

middle-cloud layers contributed to reducing the ob-

served means. The cloud-top distributions indicate a

positive bias in the upper-tropospheric cloud tops

(Fig. 7), however, and notable was that the forecasts

also contained more than 2 times the amount of thin ice

clouds that were observed (Fig. 9). These additional

clouds were largely associated with overactive weak

convection in the Kain–Fritsch scheme. A newer ver-

sion of this scheme outlined by Kain (2004) that was

tested in COAMPS was found to considerably reduce

the upper-tropospheric cloud bias, but it also adversely

affected the tropical-cyclone-track performance and

thus was not implemented in the operational model.

A final experiment was performed to investigate the

impacts of interpolating the cloud observations to the

COAMPS grid. As mentioned in section 2, the cloud-

type observations were interpolated to the forecast grid

on the basis of the mode of the observed values within

each grid box. As a result, the interpolated cloud-type

fields had fewer cloudy points than the observed cloud-

top fields, which were interpolated from the mean

value. To generate a conservative cloud-cover esti-

mate, the interpolated cloud-type field was used as a

template for the cloud-top heights. A further reduction

in cloud cover was achieved by masking out all points

FIG. 12. Mean coverage from the filtered cloud fields for all clouds with tops of less than 2 km for the (a) GOES observations and (b) 18-h

COAMPS forecasts.

FIG. 13. As in Fig. 12, but cloud coverage for all filtered clouds with tops that are greater than or equal to 10 km is displayed.

FEBRUARY 2017 NACHAMK IN ET AL . 293



on the verification (model) grid that were assigned the

partly cloudy cloud type. The end result (Fig. 14) was

an underestimate of the observed cloud cover but

possibly a better comparison with the binary cloud/

no-cloud modeled microphysical fields, which are un-

able to resolve subgrid-scale partly cloudy regimes. It

also revealed regions that were sensitive to interpola-

tion bias. The greatest reductions occurred in the same

regions of enhanced geophysical convergence that

were associated with increased cloud frequencies in the

initial filtered cloud-cover field (Fig. 11c). Most af-

fected were mountainous regions, as well as the narrow

convergence zones directly inland from the southeast-

ern U.S. coast. Cloud cover over the Sargasso Sea was

also reduced.

When compared with the forecast cloud cover

(Fig. 11d), the greatest improvements in agreement

were over the Appalachians and the Ohio Valley re-

gion. Cloud-cover reductions over eastern Cuba also

brought improved agreement there. These were all

areas of enhanced diurnal cumulus development asso-

ciated with heating and convergence. Agreement was

reduced in areas where the Kain–Fritsch scheme was

already active such as the southeastern U.S. coast and

western Cuba. In the region of deep convective clouds

along the frontal zone, the masked cloud reductions did

little to improve agreement with the forecast. Many of

the widespread midlevel cloud decks occurred in this

area, and these were poorly simulated in the forecasts.

Another area of reduced agreement was over the Sar-

gasso Sea, where the 18-h forecasts were relatively

good. The model is apparently better able to resolve

the physics that lead to partly cloudy conditions in

this region.

5. Summary and conclusions

Cloud-top-height verification is difficult because of

the limited nature of the cloud-top-height observations.

Direct comparison of the observed and synthetic radi-

ance fields is generally considered to be the best practice

because of the minimized conversion errors, but the

uncertainties associated with transparent clouds are still

embedded in the radiances, and errors in vertical cloud

structure are difficult to extract. Results of this work

indicate that up to 50% of what could be perceived as

low cloud cover with high brightness temperature is, in

fact, optically thin cirrus. Although satellite retrievals

and model-defined cloud tops are prone to large errors,

satisfactory results are possible for relatively thick

clouds. When combined with targeted conditional sam-

pling, the retrievals helped to identify localized errors in

the representation of cumulus clouds over land as well as

stratus in the North Atlantic. In some cases the condi-

tional sampling may remove thin cirrus overlying a layer

of water clouds. The TCP in these situations generally

exceeds 25 gm22, however. As next-generation satel-

lites come online, the ability to detect cirrus will likely

improve. GOES-R will observe radiances at 1.38mm,

which can be used to identify thin cirrus during the day.

One significant deficiency noted in this study was the

near absence of midlevel cloudiness in the forecasts. A

low bias in midlevel cloudiness is not unique to

COAMPS; both Cintineo et al. (2014), and Thompson

et al. (2016) have also noted it in the Advanced Re-

search version of theWeather Research and Forecasting

Model. Thompson et al. (2016) attributed some of the

issues to a lack of coupling between the radiation and

cloud microphysics schemes. Their modifications, which

allowed the effective radii of cloud ice, cloud water, and

snow to evolve through time, resulted in a modest im-

provement in specific cloud systems. On average, how-

ever, the negative bias persisted. During the period

studied for this current work, extensive altocumulus

layers were frequently observed in and near regions of

active convection. Although broad in extent, altocu-

mulus layers are often only a few hundred meters thick,

consist of mixed-phase clouds, and form beneath weak

virtual potential temperature inversions on the order of

1–2K (Fleishauer et al. (2002). In a combined modeling

and observational study, Schmidt et al. (2014) noted that

altocumulus clouds are driven by horizontal and vertical

radiative heating gradients, which likely require high

vertical resolution, as well as detailed coupling between

the radiation and the microphysics. For this study, the

FIG. 14.Mean cloud coverage from the filteredGOES cloud field

as in Fig. 11c, but templated by the interpolated cloud-type field

with all clear and partly cloudy points removed.
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midlevel vertical grid spacing in these forecasts was on

the order of 200–500m, which is too large to properly

resolve these clouds. The numerical diffusion required

for the leapfrog advection likely filters out any in-

versions spanning less than five–six vertical levels. Many

of these inversions result from convective subsidence

propagating outward from existing convection (Nicholls

et al. 1991; Mapes 1993; Pandya and Durran 1996;

Nachamkin and Cotton 2000). Whether the Kain–

Fritsch scheme properly simulates the effects of the

convective heating on the surrounding environment is

an open question. Although heat and moisture are ex-

changed, convective clouds are not explicitly simulated.

Given the many possible contributing factors, the

negative bias in midlevel cloudiness remains a funda-

mental challenge to numerical weather prediction. On-

going work is focused on determining what measures

can be taken to better simulate these clouds. Simulations

at horizontal grid spacings of 1.67 km have shown some

improvements in themidlevel clouds, perhaps as a result

of improved depiction of deep convection. Additional

simulations with midtropospheric vertical grid spacings

on the order of 50m are also planned, but these intensive

simulations are not yet practical for large operational

areas. Improvements in the advection and turbulent

transport schemes will likely be necessary to fully cap-

ture these elusive clouds.

Aside from the midlevel clouds, biases in upper- and

lower-atmospheric cloud cover attributed to parameter-

ized convection are relatively well known (Kain 2004).

Relevant questions arise about how the model should be

evaluated. From a forecaster-oriented perspective the

lack of cumulus clouds over land is an important problem,

but most cloud forecasts are derived from models that

will not fully resolve all types of clouds. Clouds and

precipitation are unique in that their existence is a binary

function. A staggered verification approach can be

helpful whereby the smaller-scale clouds are filtered from

the observations to help to separate resolvable error from

unresolvable error. In regions where clouds are poorly

resolved, improved parameterization or statistical post-

processing may be able to fill the gap. In other regions,

such as the Sargasso Sea in this case, certain aspects of the

cloud field appear to be at least partially resolvable. Re-

sults like these can help further understanding of the

physical processes leading to these clouds.
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