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"Not everything that I do with my roast chicken is necessarily scientific.  Many
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ABSTRACT OF THE DISSERTATION

Coseismic and Postseismic Deformations Associated With the 1992 Landers,

California, Earthquake Measured by Synthetic Aperture Radar Interferometry

by

Evelyn J. Price

Doctor of Philosophy in Earth Sciences

University of California, San Diego, 1999

Professor David T. Sandwell, Chair

This dissertation focuses on using a relatively new technology called

Synthetic Aperture Radar Interferometry (InSAR) to measure the displacements of

the Earth's surface during the coseismic and postseismic deformation phases of the

1992 Landers, California, earthquake.  An introduction to InSAR and its application

to movements of the Earth's surface are given in Chapter 1.  In Chapter 2, microwave



xxiii

remote sensing and the range-Doppler Synthetic Aperture Radar (SAR) processing

algorithm are discussed.  In Chapter 3, the "phase gradient" method is used to map

fractures and triggered slip on faults induced by the Landers earthquake.  In Chapter

4, we investigate the vertical component of displacement on the Landers earthquake

rupture and generate a coseismic vertical displacement map using a combination of

InSAR displacement maps and elastic half-space modeling.  In Chapter 5, we map

displacements of the Earth's surface during the postseismic phase of deformation

using InSAR measurements and predict these displacements assuming that the

deformation mechanism is after-slip in an elastic half-space.  Chapter 6 lists the main

conclusions of Chapters 3,4, and 5.



1

Chapter 1

An Introduction to Deformation Studies Using Synthetic Aperture Radar

Interferometry and the 1992 Landers, California, Earthquake

1.1. SYNTHETIC APERTURE RADAR INTERFEROMETRY

This dissertation focuses on using a relatively new remote sensing technology

called "InSAR" to map movements of the Earth's surface caused by the 1992 Landers,

California, earthquake.  InSAR, an acronym for Interferometric SAR, is a method of

combining imagery collected by imaging radar systems on board airplane or satellite

platforms to map the elevations, movements, and changes of the Earth's surface.  To

measure the movements of the Earth's surface, "repeat-pass" InSAR, using imagery

collected by satellite-borne radar, is employed.  It is called "repeat-pass" because an

image of an area taken at one time, the "reference" time, is combined with images taken

at other times, the "repeat" times, by the same radar.

The applications of InSAR extend well beyond the study of earthquakes.  InSAR

detectable movements of the Earth's surface can be due to natural phenomena including

earthquakes, volcanoes, glaciers, landslides (Figure 1.1), and salt diapirism; or

anthropogenic phenomena including groundwater and petroleum extraction, watering of

farms, or underground explosions.  InSAR detectable changes in the Earth's surface can

be due to fires, floods, forestry operations, moisture changes, vegetation growth, and

ground shaking.  Hence, applications include mitigation and assessment of natural and

man-made hazards and quantification of the impact of human interaction with natural

resources.
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Figure 1.1.  The locations, types, and data sources of published InSAR surface 
change studies.
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The first study that demonstrated the usefulness of InSAR for measuring

movements of the Earth's surface was published by Gabriel et al., [1989].  They used

imagery collected by an L-band radar system aboard the Seasat satellite to detect swelling

of the ground due to selective watering of fields in California's Imperial Valley.

However, until the publication of the spectacular displacement maps of ground

movements caused by the 1992 Landers, California earthquake [Massonnet et al., 1993;

Zebker et al., 1994] and ice movements within the Rutford Ice Stream, Antarctica

[Goldstein et al., 1993], the method's usefulness as a geodetic tool had gone

unrecognized by the geoscience community.  Since that time, a multitude of workers

have used data from the ERS, JERS, Radarsat, and the Space shuttle's SIR-C/X-SAR

radar imaging systems (Table 1.1) to study earthquakes, volcanoes, glaciers, landslides,

ground subsidence, and plate boundary deformation (Figure 1.1).

Before discussing how InSAR works, it is illuminating to consider how an

interferometer, for example one that might be found in a physics laboratory, measures a

distance difference.  A basic, two-sensor interferometer is used to measure the difference

in the lengths of two paths (Figure 1.2).  The interferometer is composed of two

electromagnetic field sensors, s1 and s2, separated by a known distance called the baseline

B.  One path p1 begins at sensor s1 and ends at the target t.  Another path p2 begins at

sensor s2 and ends at t.  A sinusoidal signal is transmitted by sensor s1, reflected off the

target, and received at both sensors.  This sinusoidal signal has amplitude and phase.  If

the triangle whose sides are p1, p2, and B is not isosceles the phases of the reflected

signals received back at s1 and s2 will be different.  The difference in the lengths of p1 and

p2 can be computed by differencing the phases of the two reflected signals and
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=
4

p2 − p1( )

Figure 1.2.  The geometry of a simple interferometer.  λ is the wavelength of the signal
transmitted by sensor s1.  The other symbols are described in the text.

multiplying by the wavelength of the sinusoidal signal.  The phase difference  is a

measure of the path length difference in wavelengths.

As a satellite platform orbits the Earth the imaging radar system on board maps

out a swath on the Earth by transmitting and receiving pulses of microwave

electromagnetic energy (Figure 1.3).  This mapping is repeated after a number of days

determined by the orbital characteristics of the satellite (Table 1.1).  The radar's antenna

is pointed to the side at an angle called the "look angle" and the beam pattern is

determined by the antenna's dimensions and the frequency of the transmitted signal.

After the signal data is collected, it is transmitted to Earth and received at a number of
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Footprint

Swath

Look Angle

Radar Pulses

SAR Antenna

Sub-satellite ground track

Satellite trajectory

Figure 1. 3.  A SAR system configuration.  As the satellite orbits the Earth, the 
imaging radar maps out a swath on the ground by transmitting electromagnetic 
pulses at a fixed repetition frequency and recording their echoes.  The ERS-1 and 
ERS-2 radars look to the side with an average look angle of 20°.  Although the radar 
footprint is quite large, computer processing of the signal data improves the image 
resolution.  The swath-width of the ERS-1 and ERS-2 SAR systems is 100 km.
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strategically located data receiving stations (Figure 1.4).  The data are then processed into

high-resolution imagery using algorithms based on the signal's characteristics and the

satellite orbit: this is described in Chapter 2.  The high-resolution imagery is an array of

complex numbers representing the amplitudes and phases of the radar signal reflected

from patches of ground corresponding to pixels in the image.

After radar imagery has been collected more than once over a particular location

on the Earth, consecutive images can be combined to detect topography and surface

change using the InSAR method.  The InSAR method utilizes the "phase coherent" part

of the radar's signal, the spatial separation of the positions of the satellite during its two

passes over the same area (Figure 1.5), and knowledge of the wavelength of the signal

emitted by the radar system to form an interferometer.  Because randomly oriented

scatterers within an image resolution element have reflected the signal detected by the

radar, the phase of the detected signal has both a random part and a deterministic part.

The random part is "incoherent" while the deterministic part is "coherent."   If the random

part of the phase in the reference image is different from that of the corresponding phase

in the repeat image, the coherence of the phase difference in the interferogram is lost.  An

imaging radar interferometer is capable of measuring changes in the round-trip distances,

or range changes, of the electromagnetic signals traveling between the satellite and

targets on the ground at the times of the reference and repeat passes of the satellite.

The observed range change can be due to a variety of factors including the

geometry of imaging, topography, displacements of the Earth's surface, changes in

atmospheric refraction, and noise.  The measurements forming maps of interferometric

phase, which is proportional to range change, are sometimes expressed as portions of a
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Figure 1.4.  The ERS SAR receiving stations.  This figure is adapted from
http://earth1.esrin.esa.it/f/eeo3.324/groundstations_map_230997.gif.
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Figure 1.5.  The InSAR geometry for a spheroidal Earth with topography and
surface deformation.  In this diagram, ρ is the range from the "reference" satellite 
pass to a location on the surface of the Earth at elevation z,  ρ + δρe + δρt  is the 
range from the "repeat" satellite pass to the same location, ρ + δρe + δρt + δρd is the 
range from the repeat pass of the satellite to the same piece of Earth if it has been 
displaced by D, θ is the look angle, α is the baseline elevation angle, B is the 
baseline length.  The subscripts e, t, and d refer to the "reference Earth", topography, 
and displacement respectively.  When measuring ground displacement using space-
based InSAR, the three range rays in the figure can be considered parallel to each 
other making δθd essentially zero.  The InSAR measured component of the 
displacement, D, is that which is in the direction of the satellite line-of-sight (LOS).  
This displacement is equal to δρd.
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phase cycle or "wrapped" and sometimes "unwrapped" and converted to range change.

The basic information that an interpreter of a wrapped interferogram needs to know is the

amount of range change per 2π increment of phase, also called a "fringe", which is equal

to one half of the wavelength of the signal transmitted by the radar.  For example, this

number is 28 mm in ERS C-band interferometry.  Because using a computer algorithm to

add the appropriate number of 2π increments to each phase measurement, called

"unwrapping the phase", sometimes results in a loss of signal over an area that has

visually interpretable fringes, leaving the phase wrapped is sometimes advantageous.

While fringes in an interferogram may be observable by the naked eye, computer phase

unwrapping methods will fail if the level of the noise in an area of the interferogram is

too high.

The range of spatial and temporal scales over which the InSAR method can be

applied is dependent on the radar’s wavelength and swath width, and the pixel size and

noise characteristics of the radar imagery data.  The amount of time that an interferogram

may span while retaining "phase coherence" is controlled by the characteristics of the

surface (e.g., vegetated or barren).  Phase coherence is a measure of the correlation

between the phase returned from a target in the reference image and the corresponding

phase in the repeat image.  Over time, the movement of scatterers or a change in the

dielectric properties within a patch of ground will cause the phase of the signals returned

from that patch to be uncorrelated with the phase of previously returned signals.  This is

called "phase decorrelation".  If this happens, the interferometric phase cannot be

recovered.  Phase decorrelation can be linear with time or can be seasonally dependent.
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In spite of this effect, interferograms spanning as much as seven years have been

computed for dry desert locations.

The spatial dimensions of detectable deformation signals are limited by five

parameters (Figure 1.6): the pixel size, the swath width, the upper and lower limits of the

amount of deformation gradient, and the phase and atmospheric noise levels.  These

parameters bound a pentagon in a plot of the width of a deformation signal versus the

amount of range change or displacement in the direction of the satellite line-of-sight

(LOS) caused by the deformation event.  The bounds on the pentagon are not hard limits

since, for example, the phase measurements can be improved by stacking properly

filtered interferograms.  While the bounds represented in Figure 1.6 correspond to the

ERS-1 and ERS-2 C-band systems, the bounds shift depending on the radar system

parameters.  The pixel size and swath width bounds are physical limitations on the spatial

wavelength of the deformation signal that can be measured.  Deformation signals with

spatial wavelengths smaller than an image pixel or much larger than the size of an image

scene cannot be detected with InSAR alone.   The locations of the steep and shallow

deformation gradient bounds are respectively set by the criteria of 1 interferometric fringe

per pixel and 1 fringe per scene.  For the ERS systems, each fringe represents 28 mm of

LOS displacement, the resolution is 30 m, and the swath width is 100 km giving

approximate bounds of 10-3 on the steepest displacement gradient and 10-7 on the

shallowest displacement gradient detectable.  Atmospheric noise and phase noise levels

limit the smallest LOS displacement signal that can be measured at any spatial

wavelength.  Phase noise can prohibit the measurement of a displacement signal smaller

than a few millimeters.  Atmospheric noise is spatially variable and can have magnitudes
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of 5 cm.  While atmospheric noise does not prohibit the measurement of the deformation

signal, it can contaminate it significantly leaving the interpretation open to argument.

The measurement of seismic, volcanic, and glacial displacement signals using

InSAR is well documented in the literature since their associated deformation gradients

fall well within the limits of the method.  Representative phenomena include the

coseismic and postseismic phases of the 1992 Landers earthquake cycle, aftershocks of

the Landers earthquake, the deflation of Mount Etna, and flow within the Rutford Ice

Stream (Figure 1.6).  The displacements associated with catastrophic volcanic eruption,

near-fault fault rupture, the interseismic phase of the earthquake cycle, post-glacial

rebound, and tidal loading lie near the boundaries of the method’s applicability.  With

further method development and the combination of InSAR data with other geodetic

methods (e.g., Bock and Williams, [1997]; Williams et al., [1998]; Emardson et al.,

[1999]; Thatcher,  [1999]), the measurement of these elusive displacement signals lies

within our reach.

1.2. DEFORMATION OF SOUTHERN CALIFORNIA AND THE LANDERS
EARTHQUAKE

A major strike-slip tectonic plate boundary defined by the San Andreas fault

system, cuts through the state of California.  The Pacific plate is to the west of the

boundary and the North American plate is to the east.  The two plates move past each

other at a rate of 45-55 mm per year.  Although much of the plate motion is

accommodated by slip on the San Andreas fault itself, faulting in California is complex
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(Figure 1.7).  The zone of deformation extends from the coast of California through the

Basin and Range Province and the Rocky Mountains.

In Southern California, approximately 14% of the strike-slip motion is transferred

to the faults of the Mojave Desert Region north of the location where the San Andreas

fault bends towards the west, threatening the inhabitants of Los Angeles.  On June 28,

1992 the MW 7.3 Landers, California earthquake happened in the Mojave Desert and was

the largest earthquake to hit California since the 1952 MW 7.7 Kern County earthquake.

The Landers earthquake occurred within a zone of NNW striking right-lateral faults that

are part of the Eastern California Shear Zone.  The earthquake ruptured five major faults

in the Mojave Desert by propagating northward and stepping right onto more

northwestwardly oriented faults (Figure 1.8).  These faults included, from south to north,

the Johnson Valley fault, the Kickapoo fault, the Homestead Valley fault, the Emerson

fault, and the Camp Rock fault.  The maximum amount of right-lateral surface slip, 6.1

meters, was measured near Galway Lake Road on the Emerson fault.  The pattern of slip

on the buried rupture is inferred to have been heterogeneous by the inversion of seismic

and geodetic data and may have slipped as much as 8 meters at depth.  Additional

immediate effects of the rupture, in the form of triggered seismicity, were apparent as far

away as The Geysers in Northern California.

Geodetic measurements of the displacement of the Earth's surface due to the

Landers earthquake were made using campaign and continuous GPS instruments and

InSAR technology.  While there is a background level of continuous movement of the

crust, the geodetic measurements indicated an increase in movement during both the
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Figure 1.7.  The ERS frames and published studies over Southern and Central 
California.  This dissertation focuses on data from the region indicated by the pink 
frame.
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coseismic and postseismic phases of the Landers earthquake cycle with much of the

movement increase localized near the earthquake rupture.  Multiple workers have used

these geodetic measurements in conjunction with physical models of the Earth's crust to

successfully infer both the spatial and temporal distribution of slip on the earthquake

rupture.  These inferences give us a greater understanding of the mechanics and processes

involved in the earthquake cycle and enhance our ability to assess earthquake hazard.

This dissertation focuses on InSAR measurements of coseismic and postseismic

deformations associated with the Landers earthquake.  In Chapter 3, the mapping of

fractures and triggered slip on faults induced by the rupture indicate the effects of the

earthquake on surrounding faults and the directions of the forces induced by the

earthquake within the Earth's crust.  In Chapter 4, the vertical component of displacement

on the rupture is investigated.  While the possibility of vertical slip on the rupture has

been seismically inferred from modeling of the earthquake source, the distribution of

vertical slip has not been resolved by any other method.  Knowledge of the vertical slip

distribution is important input to viscoelastic models of postseismic deformation.  In

Chapter 5, InSAR measurements and models of postseismic deformation are investigated

and discussed.  In the future, the InSAR method will be instrumental in helping us

distinguish between the contribution of various mechanisms of postseismic deformation

to the geodetic signal.
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GLOSSARY OF TERMS

COHERENCE:  Coherence is the spectral counterpart of
correlation.  As such, it is a terminology referring to the degree
of correlation between two signals.

DISPLACEMENT:  When a piece of the Earth moves, it is said to
be displaced.  The measurement of the amount that the Earth
was displaced is the displacement.  A map of displacements
allows us to infer deformation, which is a word commonly
used to refer to the change of shape of a solid.

PHASE:  The phase of a periodic, sinusoidal signal measured by a
sensor indicates the stage of the signal's wave-front when it
intercepts the sensor.  The units of phase are the same as the
units used to measure angles: radians and degrees.  2π radians
of phase make up one phase cycle.

PIXEL:  A digital image is broken up into pixels.  These pixels are
samples of an image on a grid.  This is done because
computers are digital machines: they can't process continuous
signals.  The pixel size controls the resolution of the image.

RADAR:  Radar is an acronym for "radio detection and ranging."
Radar instruments transmit and receive signals with
frequencies in the microwave portion of the electromagnetic
spectrum.

SCATTERER:  After a radar signal's wave-front intersects the
Earth, reflectors on the ground scatter it in all directions.
These reflectors are called scatterers.
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Chapter 2

Active Microwave Remote Sensing and Synthetic Aperture Radar

2.1.  THE INTERACTION OF ELECTROMAGNETIC ENERGY WITH THE
        EARTH'S SURFACE

An orbiting, active microwave remote sensing instrument launches a pulse of

electromagnetic energy towards the Earth; the energy travels in the form of a wave

towards the Earth, interacts with the Earth's surface, and is scattered back towards the

sensor.  The propagation of the pulse can be described using Maxwell's equations.  This

pulse propagates through the Earth's atmosphere, which is considered a low-loss,

refractive medium.  The surface of the Earth is an interface between a refractive (low-

loss) and a conducting (high-loss) medium.  An understanding of the interaction with and

the subsequent reflection of the electromagnetic wave off of this interface are essential to

understanding the detected signal and the remote sensing data.  Without going into

extreme detail, the basic concepts of this interaction are illustrated here.  For a more

thorough treatment, the reader is referred to Ulaby, Moore and Fung, [1981].

2.1.1.  ELECTROMAGNETIC WAVE PROPAGATION IN A LOSSLESS, SOURCE-FREE MEDIUM

Maxwell's equations in a source-free medium are:

  
∇ ×

v 
E = −

v 
H 
t

(2.1.1a)

  
∇ ×

v 
H =

v 
E 
t

(2.1.1b)
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Where   
v 
E and  

v 
H  are the electric and magnetic field vectors,  and  are, respectively, the

permeability and the permittivity of the medium.

Some vector calculus and substitution leads to the wave equation for the electric

field (the magnetic field is orthogonal to the electric field and has an analogous wave

equation and solution):

  
∇2

v 
E =

2
v 
E 

t2 (2.1.2)

If we assume harmonic time dependence (  
v 
E 

v 
r ,t( ) = Re

v 
E 

v 
r ( )e j t{ }), this becomes

  ∇
2
v 
E 

v 
r ( ) = − 2

v 
E 

v 
r ( ) (2.1.3)

A solution to this equation for a horizontally (x direction) polarized wave propagating in

the positive or negative z direction is:

Ex z( ) = Re E x 0 exp ± jkz[ ]{ } (2.1.4)

Where k is the wavenumber, and Ex 0 is the amplitude of the electric field in the

horizontal direction.  In the following discussion, we consider the wave directed in the

positive z direction.  The wavenumber is inversely proportional to the wavelength k =

2π/ .  The angular frequency is ω = 2πf.  Substitution of Eqn. 2.1.4 into Eqn. 2.1.3 shows

that k = , and the phase velocity of the plane wave is v = k = 1 .

2.1.2.  ELECTROMAGNETIC WAVE PROPAGATION IN A LOSSY, SOURCE-FREE MEDIUM

In a lossy, homogeneous medium, Maxwell's equations become:

  
∇ ×

v 
E = −

v 
H 
t

(2.1.5a)
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∇ ×

v 
H =

v 
E +

v 
E 

dt
(2.1.5b)

Where  is the conductivity of the medium.  Now, assuming harmonic time dependence

of the electric and magnetic fields, these equations become:

  ∇ ×
v 
E 

v 
r ( ) = −j

v 
H 

v 
r ( ) (2.1.6a)

  ∇ ×
v 
H 

v 
r ( ) = + j( )

v 
E 

v 
r ( ) (2.1.6b)

Now, to simplify further algebraic manipulations, a physical parameter called the

"dielectric constant" can be defined as c = − j .  An analogous quantity to the

dielectric constant in the atmosphere is the index of refraction.  If the relative dielectric

constant is r = c 0 , where 0 is the permittivity of free space, then the complex

refractive index is n2 = r = r ' − j r ' '.  Note that r' = 0  and r' '= 0 .

  After some substitutions and vector calculus, a wave equation for the electric

field is obtained as above (Eqn. 2.1.2).  A solution to this wave equation for the

horizontally polarized electric field propagating in the z direction is:

Ex z( ) = Re Ex 0 exp −jkcz[ ]{ } (2.1.7)

Where k c = c  and is analogous to the wavenumber in the loss-less medium.  Now,

the exponent in Eqn. 2.1.7 has both a real and an imaginary part:

Ex z( ) = Ex 0 exp − z − j z( ) (2.1.8)

Where  is the "attenuation constant" which determines how the amplitude of the wave is

attenuated as it propagates in the medium and  is the new phase constant.

2.1.3.  ELECTROMAGNETIC WAVE PROPAGATION IN A CONDUCTING (HIGH-LOSS),
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             SOURCE-FREE MEDIUM

In a conducting (high-loss) medium (such as the Earth), >> .  Then,

j c ≈ j = 2 + j 2  and = = 2 .  Now the phase

constant, , is different from the phase constant in the lossless case, k = .  The

"skin depth" (ds) in the conducting medium is the distance the wave travels in the

medium before its amplitude is decreased by 1/e.  The skin depth is ds = 2 .

2.1.4.  THE REFLECTION COEFFICIENT OF HORIZONTALLY POLARIZED
             ELECTROMAGNETIC WAVES

When an electromagnetic wave encounters an interface between two media with different

impedance = , part of the wave energy is reflected and part of it is transmitted

(Figure 2.1.1).  The way in which the wave is reflected and transmitted is described by

the reflection and transmission coefficients at the interface.  The reflection and

transmission coefficients are derived by matching the phase of the incident, reflected, and

transmitted waves and requiring that the sums of the reflected and transmitted electric

and magnetic field amplitudes equal the incident electric and magnetic field amplitudes at

the interface, respectively.  For the ERS SAR application, it is illuminating to write down

the reflection and transmission coefficients for horizontally polarized (electric field

vector is horizontal) incident and reflected waves:

RHH = 2 cos 1 − 1cos 2

2 cos 1 + 1 cos 2

(2.1.9a)

THH =
2 2 cos 1

2 cos 1 + 1 cos 2

(2.1.9b)
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Where 1 is the impedance of medium 1, 2 is the impedance of medium 2, 1 is the angle
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Figure 2.1.1.  The reflection and transmission of an electromagnetic wave incident from
a medium with impedance η1 on a medium with impedance η2.  The magnetic field
vector is not shown but is everywhere perpendicular to the electric field vector (which
points into the page) and the direction of wave propagation.

of incidence, and 2 is the angle of refraction for the transmitted wave (see Figure 2.1.1).

Note that if  is complex, so is the reflection coefficient.  At zero incidence, the incident

and reflected waves travel in opposite directions and are related to each other by:

Ei = E0 exp jkz[ ] (2.1.10a)

Er = RHH E0 exp − jkz[ ] (2.1.10b)
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Where Ei is the incident electric field and Er is the reflected field.  In this case, the z

direction is vertical and the incident wave impinges on the interface from above.

2.1.5.  THE RADAR EQUATION

When an imaging radar signal encounters the boundary between the atmosphere

and the Earth, it is reflected in all directions due to the multiple orientations of

"scatterers" within a patch on the Earth.  The radar instrument detects and records that

part of the signal that is reflected back at the radar.  The radar equation describes the

relationship between the power transmitted, PT, by an isotropically radiating radar

antenna with gain G, and the power received by the radar antenna, PR, from an

isotropically reflecting target .  The basic radar equation is [Levanon, 1988]:

PR =
PT G2 2

4( )3R4 (2.1.11)

Where  is the wavelength of the signal, R is the range from the antenna to a target with

radar cross-section .  The radar cross-section of a target is the area of a target that, if it

reflected isotropically, would return the same amount of power as the real target (real

targets usually don't reflect isotropically).

The radar equation can be derived by first writing down the expressions for the

transmitted power density on a sphere of radius R centered on the antenna,

T = PTG 4 R2 , and reflected power density on a sphere of radius R centered on the

target, R = T 4 R2 .  Then, the received power is equal to the product of the reflected

power density and the effective area of the antenna, PR = RA  where the effective area of
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the antenna is A = 2G 4 .  The effective area of the antenna is analagous to the radar

cross-section of the target (e.g., if the antenna was a target of another radar, A= ).

When imaging the Earth, the radar return signal has been reflected from a patch of

ground with some average radar cross section.  The normalized radar cross section, °, is

the quantity that is most often studied in the literature when trying to determine how

natural targets reflect radar signals.  It is the average radar cross-section per unit surface

area and is a dimensionless quantity.  Sometimes it is called the "backscattering

coefficient".

2.1.6.  BACKSCATTER

The backscattering coefficient of a random surface can be written [Ulaby et al.,

1981]

rt
o ( ) = frt s ,( ) ⋅ fs x, y( ),( ) (2.1.12)

Where  is the angle of incidence, frt is the "dielectric function" that describes how the

backscatter amplitude depends on the dielectric constant and the incidence angle, and fs is

the "roughness function" that describes how the backscatter energy depends on surface

roughness where  is the normalized autocorrelation of the surface height.  The

roughness function and the dielectric function are independent of each other.  If the radar

signal and return are horizontally polarized, the dielectric function is equal to the Fresnel

reflectivity, ΓH = RHH ( ) 2
.

Because of the multiple reflections from scattering elements within the patch of

Earth being imaged, the radar return has a random (non-coherent) amplitude and phase
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superimposed on a mean amplitude and phase.  The mean amplitude and phase give us

information about the Earth's surface that we can interpret.  Because of the non-coherent

components, each measurement of amplitude and phase is a noisy estimate (or a random

variable).  The non-coherent amplitude components cause a phenomenon called "speckle"

in radar amplitude images and the non-coherent phase components cause the phase of

each pixel in a single radar image to lose some correlation with its neighbors.

2.1.7.  THE RELATIONSHIP BETWEEN EM INTERACTIONS, SAR PROCESSING, AND INSAR
            ALGORITHMS

SAR processing and InSAR algorithms take advantage of the mean or the

estimate of the "coherent" phase of the returned signal.  Formulating a SAR processing

algorithm involves first deriving filters matched to the expected return radar signal from a

unit target on the ground and then applying these filters to the data.  The frequency

characteristics of these filters depend on the satellite orbit and the transmitted radar

signal.  Successful InSAR depends on the non-coherent component of the phase not

changing with time.  If the non-coherent part of the phase does change between

consecutive imaging passes of the satellite over the same patch of ground, then a

phenomenon called "phase decorrelation" occurs and the interferometric phase cannot be

recovered.  As can be deduced from the above discussion, if the scatterers within an Earth

patch move between imaging times or the dielectric constant of the ground changes, the

random component of the phase will change.  Note that a gradual change in dielectric

constant (such as can happen with a gradual change in soil moisture) will lead to a change
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in skin depth as well as mean reflected phase.  A significant change in skin depth will

change volume scattering effects and hence change the non-coherent part of the phase.

2.2.  MATCHED FILTER CONVOLUTION AND PULSE COMPRESSION

The "matched filter" and "pulse compression" concepts are the basis of SAR

processing algorithms.  These concepts are also applicable to any filtering problem that

involves the attempt to recover a signal whose frequency characteristics are known from

a mixture of that signal with noise.  A matched filter is, surprisingly, a filter that is

matched to the signal one is trying to detect.  It will be shown below that the matched

filter maximizes the signal to noise ratio (SNR).  For a thorough treatment of matched

filtering see McDonough and Whalen, [1995].  Pulse compression involves using a

matched filter to compress the energy in a signal into a shorter period of time.

 The matched filtering of a linear FM chirp signal is used in both the across-track

(range) and along-track (azimuth) directions in the SAR processor to increase the

resolution of SAR imagery by "compressing" the signal.  In the range direction, the linear

FM chirp is the actual signal emitted by the SAR sensor.  This reduces the peak power

requirement of the SAR antenna.  In the azimuth direction, a linear FM chirp filter is

constructed from the Doppler frequency shifts of the returns from a target as it passes

through the radar's footprint with each consecutive pulse emitted by the radar.  This

Doppler frequency shift is proportional to the rate at which the orbiting satellite moves

towards or away from the target.
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2.2.1.  THE SIGNAL TO NOISE RATIO

The return signal detected by a radar instrument is usually accompanied by some

noise.  The signal to noise ratio (SNR) is the ratio of the signal power to the noise power.

It is:

SNR = t( )[ ]2
=

Ε Rsn t( ){ } − Ε N t( ){ }[ ]2

Var N t( ){ }
(2.2.1)

Where E is the expected value operator, Var is the variance operator, N is the noise,

and Rsn t( ) = s t( ) + N t( ) where Rsn is the detected signal and s(t) is the desired signal.

2.2.2.  MATCHED FILTER DESIGN

The matched filter is derived by finding a filter that maximizes the SNR of the

detected signal in an attempt to recover the desired signal.

The filtering operation g(t) is defined as the convolution of a filter with a signal

g t( ) = h t − u( )
−∞

∞

∫ Rsn u( ) du (2.2.2)

Where h(t) is the filter and Rsn(u) is the signal.  To find the filter that maximizes the SNR

of g(t), this expression for g(t) is first substituted into Eqn. 2.2.1

t( )[ ]2
=

Ε h t − u( )
−∞

∞

∫ s u( ) + N u( )[ ] du
 
 
 

 
 
 

− Ε h t − u( )
−∞

∞

∫ N u( ) du
 
 
 

 
 
 

 

  
 

  

2

Ε h t − u( )
−∞

∞

∫ N u( ) du − Ε h t −u( )
−∞

∞

∫ N u( ) du
 
 
 

 
 
 

 

 
 

 

 
 

2 
 
 

 
 
 

(2.2.3)

If the noise has zero mean and is evenly distributed in the frequency domain with

power N0/2 then its expected value is zero and Eqn. 2.2.3 becomes
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t( )[ ]2
=

2 N0 h t − u( )s u( )
−∞

∞

∫ du
 

  
 

  

2

h2 t − u( )
−∞

∞

∫ du

(2.2.4)

Schwartz's inequality can now be used to find the filter that maximizes the above

expression for the SNR.  Schwartz's inequality for complex scalar functions of t is:

x∗ t( )y t( ) dt
a

b

∫
2

≤ x t( ) 2
dt y t( )2

dt
a

b

∫
a

b

∫ (2.2.5)

Where * denotes complex conjugation.  Equality holds in this expression only if

x t( ) = y t( ) where  is some constant.  If Eqn. 2.2.5 is applied to the numerator in Eqn.

2.2.4,

h t −u( )s u( )
−∞

∞

∫ du
 

  
 

  

2

≤ h t − u( )2
du s u( ) 2

du
−∞

∞

∫
−∞

∞

∫ (2.2.6)

Where equality will hold only if h∗ t − u( ) = s u( ).  Setting  = 1, we find that the filter

that maximizes the SNR is the time-reversed "desired" signal that has been combined

with white noise to yield the measured signal.  The filter, h u( ) =s∗ −u( ) (at t = 0), is called

a "matched filter" because it is matched to the signal we are trying to detect.

Note that matched filtering is a correlation operation.  Substituting the matched

filter, h(u), into Eqn. 2.2.2 gives

g t( ) = s∗ u − t( )
−∞

∞

∫ s u( ) du + s∗ u − t( )
−∞

∞

∫ N u( ) du (2.2.7)

The first expression on the right-hand side of Eqn. 2.2.7 is the definition of the

complex autocorrelation.  The second expression on the right-hand side of Eqn. 2.2.7 is
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the correlation of the matched filter with the noise.  At time t = 0, the autocorrelation

function is a maximum and the correlation of the signal with the noise should be

relatively small.  Because the matched filtering operation is a correlation, a SAR

processor is sometimes referred to as a correlator.

Note also that the maximum SNR given by the matched filter is 2E/N0.  If we

substitute the matched filter into Eqn. 2.2.4, we find

t( )[ ]2
= 2 N0 s2 u( )

−∞

∞

∫ du = 2E N0 (2.2.8)

Where E is the energy in the signal and is equal to the time-integrated power s2.

For a thorough discussion of matched filtering, the reader is referred to

McDonough and Whalen [1995].  For a simple explanation of matched filtering and its

application to radar problems, see Levanon, [1988].

2.2.3.  THE PULSE COMPRESSION OF A LINEAR-FM CHIRP RADAR RETURN SIGNAL

In this section, the result of matched filtering a radar return will be examined.

This result allows a determination of the theoretical spatial resolution of SAR imagery.

Consider an isolated point target located at a distance R from a SAR satellite.  The radar

emits a pulse s(t) that travels to the point target and back in a time T = 2R/c where c is the

velocity of the electromagnetic wave and is approximately the speed of light.  The

impulse response of a point target is a delta function multiplied by the reflectivity of the

target.  The returned signal is thus the outgoing signal delayed by time T and multiplied
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by some constant.  Since we are here interested in deriving the resolution of the system,

the constant will be neglected and the return from the target is then s(t-T).

The output of the matched filtering operation is

g t − T( ) = s∗ u − t( )s u − T( ) du
−∞

∞

∫ (2.2.9)

If the origin is shifted to time T, this becomes

g t( ) = s∗ u − t( )s u( ) du
−∞

∞

∫ (2.2.10)

Using Rayleigh's Theorem, Eqn. 2.2.10 becomes

g t( ) = S f( ) 2
e−i 2 ft df

−∞

∞

∫ (2.2.11)

Where S f( )2
is the power spectrum of the signal s(t).  Note that the time width of g(t)

determines how well the filtered signal can recover a delta function: the resolving

capability of the system.

An idealized linear FM chirp signal has a power spectrum that looks like a box-

car in the frequency domain (e.g. Figure 2.2.1).  This is a good approximation if the

product of the signal's duration and bandwidth is large (> 130) [Cook and Bernfeld, 1967;

Curlander and McDonough, 1991].  Since the time-bandwidth product for the outgoing

ERS signal is 575, this condition is met.  Suppose that the chirp has a constant power

spectral density, M, over some one-sided band so that f − fc ≤ B 2  where B is the

bandwidth of the chirp signal and fc is the central frequency of the band.  Then the output

of the matched filtering operation is

g t( ) = MBe− i2 fc t sinc Bt( ) (2.2.12)
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Now, the time width of g(t) is t = 1/B where B is in Hz (see Figure 2.2.2).
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Figure 2.2.1.  The power spectrum of an ERS-like transmitted pulse.  The power
spectrum is close to rectangular with a bandwidth equal to the product of the chirp-slope
and the pulse duration.
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Figure 2.2.2  The result of matched filtering a Linear FM Chirp function.  The time-
width of the sinc function is determined by ERS-1 and ERS-2 system parameters.
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2.3.  SAR PROCESSING THEORY

                             

La

W a

Vs Trajectory
SAR Antenna

Look Angle, 

v = W a

p

NADIR Track

Radiated Pulses

H = La

W g

Swath Footprint

PRI

Ds

H

Figure 2.3.1.   The imaging radar geometry.  The parameters are as described in the text.
The figure is adapted from Curlander and McDonough, [1991].

2.3.1.  THE DESCRIPTION OF AN IMAGING RADAR

The geometry of an imaging radar is shown in Figure 2.3.1.  The SAR antenna

with width Wa and length La is mounted on a satellite platform that travels along a

trajectory with velocity Vs that can be determined by its orbital parameters.  The satellite's

orbit can be found from Newton's law of gravitation and obeys Kepler's laws.  The orbit
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is specified by its inclination ( ), ascending node ( ), semi-major axis (a), eccentricity

(e), and angular position with respect to the ascending node ( ) (Figure 2.3.2).  The radar

transmits an electromagnetic pulse, which spreads radially as it travels towards the earth

according to the radar antenna's beam pattern.  The angular across-track 3 dB beamwidth

of the antenna, V = La , and the angular along-track 3 dB beamwidth of the antenna,

H = Wa , depend on the width and length of the antenna, respectively, and the

wavelength of the transmitted signal ( ) (see Figure 2.3.1).  The pulse is directed at some

angle off nadir (directly below the satellite) called the look angle ( ).  The transmitted

pulses have a duration p and are repeated at a given interval (pulse repetition interval,

PRI) that can be inverted to obtain the pulse repetition frequency (PRF).  The sampling

frequency of the imagery data is equal to the PRF  in the along-track direction and the

radar's sampling frequency (fs) in the across-track direction.  The distance between the

swath and the sub-satellite track is Ds.

The antenna's beam pattern modulates the amplitude of the radar signal returns.

The elliptical footprint in Figure 2.3.1 indicates the width of the swath specified by the

beamwidth at which the amplitude of the signal is 3 dB below the beam center amplitude.

However, many imaging radar systems (ERS-1 and ERS-2 in particular), record the

signal returned from targets located outside of the 3 dB swath width and thus include

returns that have been amplitude modulated by the side-lobes of the antenna beam

pattern.  While this kind of a system images a wide swath on the ground, it may be

necessary to remove the antenna beam pattern from the data depending on the science

application.
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NP

SP

S

E

Figure 2.3.2  The orbital configuration.  S is the location of the satellite,  is the
longitude of the ascending node,  is the orbital inclination,  is the angular position of
the satellite relative to the ascending node, E is the center of the Earth, NP is the North
Pole, and SP is the South Pole.  The figure is adapted from Rees, [1990].

Before launching into a description of SAR theory, it is illuminating to consider

the resolution of a side-looking aperture radar (SLAR).  In this case, the along-track and

across-track resolutions are poor because the physical length and width of the antenna

respectively limit them.

2.3.2.  THE RANGE RESOLUTION OF A SLAR

The range resolution of a SLAR system is determined by the ability of the system

to distinguish between two point targets on the ground in the range direction (closed

circles separated by distance Rg in Figure 2.3.3a.  This is dictated by the time duration of

the radar pulse, p , and the angle of incidence, , such that two targets on the ground can

be distinguished only if they are separated by more than one pulse-width.  The range
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resolution of the SLAR is then [Curlander and McDonough, 1991]:
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∆Rg
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Rf
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Figure 2.3.3  The SLAR geometry.  a)  The configuration in the range direction.  H is the
height of the spacecraft, Rn is the near range, Rf is the far range,  is the incidence angle,
c is the speed of light, p is the pulse duration, Rg is the ground range resolution, Wg is
the width of the swath on the ground.  b) The configuration in the along-track direction.
Vs is the velocity of the spacecraft, H is the along-track beam-width,  is the look angle,
R is the range, and x is the along-track resolution.  The figure is adapted from Curlander
and McDonough, [1991].

∆Rg =
c p

2sin
(2.3.1)

Note that the range resolution is independent of the spacecraft height.
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2.3.3.  THE AZIMUTH RESOLUTION OF A SLAR

 The azimuth resolution of a SLAR is determined by the system's ability to

distinguish between two targets in the azimuth direction.  This is dictated by the along-

track beam-width of the signal ( H = La) (see Figure 2.3.3b).  Two targets located at the

same slant range can be resolved only if they are not in the radar beam at the same time.

The azimuth resolution of the SLAR is then [Curlander and McDonough, 1991]:

x = R H = R La (2.3.2)

Note that the azimuth resolution for this real aperture radar decreases with increasing

range and increases with antenna length.  As shown below, higher along-track resolution

can be obtained by coherent integration of many returns from the same target to

synthesize a much longer antenna.

2.3.4.  AN EXAMPLE OF SLAR RESOLUTION: ERS-1 AND ERS-2 IMAGING RADARS

The ERS-1 and ERS-2 radars have a pulse duration of .0371 ms, an average angle

of incidence of 20°, a signal wavelength of .056 m, and a mean range to a target on the

Earth of 850 km.  Thus, the ERS-1 and ERS-2 SLARs have a 16 km range resolution and

a 5 km azimuth resolution.  This resolution is very low and can be significantly improved

by SAR processing of the radar signal data.

2.3.5.  THE RANGE RESOLUTION OF IMAGING RADARS WHOSE TRANSMITTED SIGNAL IS A
             LINEAR FM CHIRP

The signal transmitted by the ERS radars is a linear FM chirp (Figure 2.3.4):
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s t( ) = Re E0e
i2 f ct + kt 2 2( )[ ]   

   
, t < p 2 (2.3.3)

Where E0 is the signal amplitude, fc is the signal carrier frequency, and k is the "chirp

slope".  Note that the frequency of the signal sweeps through a band

−k p 2 ≤ f − fc( ) ≤ k p 2  so that the bandwidth of the signal, B, is equal to the product

of the chirp slope and the pulse duration.

After a returned radar pulse is detected, an operation called complex basebanding

is performed on the pulse by the system electronics on-board the ERS satellites (see

Curlander and McDonough, [1991] p.183 or Levanon, [1988] p.111-113).  This operation

converts the real signal to a complex signal with frequency centered about zero by

shifting the spectrum of the returned signal according to the transmitted signal's carrier

frequency and filtering the result to recover only the frequency band centered about zero

frequency with bandwidth B (e.g. Figure 2.2.2).  This operation is also called "I,Q

detection" because the in-phase and quadrature components of the signal are retrieved.

The raw radar data collected by the receiving stations is then an array of complex

numbers with each row representing a basebanded, sampled returned pulse.

If each basebanded, returned pulse is correlated with a replica of the outgoing

pulse, the output of the filtering operation g(t) on a return from a point target is

g t − T( ) = E0
2B sinc B t − T( ) (2.3.4)

Where T is the delay of the return from the point target and the time-width of g(t) is 1/B.

The value of the sinc function at its maximum is the range-compressed datum
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corresponding to the return from the point target.  Substituting 1/B for p in Eqn. 2.3.1

gives:

∆Rg =
c

2Bsin
(2.3.5)
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Figure 2.3.4.  The center portion of an ERS-like transmitted pulse.  Note that the
frequency of the signal increases with increasing time away from the origin.

For the ERS radars with p = 0.371 ms, k = 4.189 x 1011 s-2, and bandwidth B = 15.5 MHz

give a range resolution of 24.7 m.  This is a compression by a factor of 577 over a

comparable SLAR system without signal processing.

Note that the return from a point target A will be spread out in the radar data over

a time equal to the pulse width but the return's frequency will depend on time as specified

by the transmitted chirp signal.  The return from an adjacent point target B will have the

same frequency spread but will have a different frequency than the return from A at any

particular time with the frequency shifted according to the difference in delay (and hence
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range) between the returns from A and B.  Thus, the returns from two adjacent targets, A

and B, can contribute to the received signal at the same time and yet can be separated

because they each have a different frequency at that time.

2.3.6.  SAR: SYNTHESIZING THE APERTURE

Basic antenna theory states that the resolution of the signal detected by an antenna

is inversely proportional to the length of the antenna (e.g. Eqn. 2.3.2).  The “synthetic

aperture” in the acronym “SAR” derives from the azimuth (or along-track) processing of

the signal data which synthesizes an aperture that is longer than the actual physical

antenna to yield a higher resolution.  The key observation that led to the ability to do

SAR processing was made by Wiley, [1965] who realized that a Doppler frequency shift

of the signal returns could be used to improve the resolution of the radar imagery in the

along-track direction.

Two point targets at the same range but at slightly different angles with respect to

the track of the radar have different speeds relative to the radar platform at any instant in

time.  These speed differences lead to a frequency shift of the signal returned from targets

located fore and aft of the center of the radar beam relative to the frequency of the signal

returned from a target located broadside of the radar.  This Doppler frequency shift is

proportional to the rate at which the range, R, between the satellite and the target

changes:

fD = −
2

c
R
•

f = −
2 R

•

(2.3.6)
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Where fD is the Doppler frequency shift, and R
•

 is the range rate.

The range between the satellite and the target can be written (see Figure 2.3.5)

R2 = x − sVst( )2
+Rg

2 +H 2 (2.3.7a)

and in a reference frame moving with the spacecraft (s = 0), the range rate is

R
•

= −
x

R
Vst (2.3.7b)

Where x is the along-track location of the target, s is "slow time" sampled by the PRF

(1680 Hz as opposed to fast time sampled by the system's received signal sampling

frequency fs = 18.96 MHz), Rg is the across-track distance between the sub-satellite

ground track and the target, H is the height of the spacecraft, and Vst is the relative

velocity between spacecraft and target.  Substituting Eqn. 2.3.7b into Eqn. 2.3.5 gives

fD = −
2Vst x

R
= −2Vst sin a( ) (2.3.8)

Where a is the angle of the target off broadside, and  is the radar wavelength.  If the

radar points to the side, then the ground range, Rg, can be expressed as a function of

range, R , along-track location relative to boresight, x, and height, H:

Rg = R2 − x2 − H2 (2.3.9)

And it can also be expressed as a function of Doppler frequency shift:

Rg = −
2Vst x

fD

 
 
  

 
 

2

− x2 − H 2 (2.3.10)

A target can be located in across-track, along-track coordinates within one radar

pulse from the slant range, frequency shift, and sign of frequency shift of the return

signal.  This concept can be illustrated by plotting ground range against along-track
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Figure 2.3.5.   The along-track geometry.  Vs is the spacecraft velocity, H is the height of
the spacecraft, R is the range between spacecraft and target, x is the along-track position
of the target, Rg is the across-track location of the target, s is the along-track angular
position of the target, Rb is the broadside range to the target, and s is slow time.  The
figure is adapted from Curlander and McDonough, [1991]

location for various slant ranges, and against along-track location for various Doppler

centroid frequencies (Figure 2.3.6).  As a target passes through the radar footprint, it

appears at a different range and frequency for each consecutive pulse (Figure 2.3.7).

Furthermore, if the change in frequency shift of a return from a particular target within

each consecutive radar pulse (the phase history of the target) can be predicted, this

information can be used to design an along-track matched filter for pulse compression in

the azimuth direction.

If it is assumed that the satellite does not move significantly between transmission

and reception of a radar pulse (the velocity of the satellite is approximately 7.5x103 m/s
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while the velocity of the pulse is approximately 3x108 m/s), then the range to a target

within each pulse can be considered constant and a change in range to a target can be

            

Figure 2.3.6.   The lines of constant range and Doppler frequency shift in an ERS radar's
footprint.  The vertical lines are lines of constant range.  The sub-horizontal lines are
lines of constant frequency shift.

considered a function only of slow time, s so that the returned signal from a target at

range R can be represented by

r s( ) = Aei4 R s( ) (2.3.11)

Where R(s) is the one-way range to the target and A is the amplitude.  Note that the phase

of the return from a target at range R(s) is s( ) = 4 R s( ) .

A Taylor series expansion of range as a function of slow time about the time

when the target is in the center of the radar beam, sc, can be performed retaining only the

quadratic terms in the expansion.  The range to the target is then
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  R s( ) ≈ Rc + Rc

•
s − sc( ) + Rc

••
s − sc( )2

2 +K (2.3.12)

Substituting this expression for the range as a function of along-track time (Eqn 2.3.12)

Figure 2.3. 7.    The range offset relative to the range when a target is at the center of the
radar beam versus the frequency shift of the return from a target as it passes through the
radar's footprint.  The two curves indicate the range offset and frequency shift from a
target at near range and a target at far range.  Note that the system's range sampling
frequency gives a 7.9 m range pixel size and hence the maximum range offset for a target
is less than one pixel.

into Eqn 2.3.11 gives

r s( ) = Aexp i
4

Rc + Rc

•
s − sc( ) + Rc

••
s − sc( )2

2 
 

 
 

 
 

 
 

(2.3.13)
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The range rate at the center of the beam is given by Eqn 2.3.8 by substituting s, the

squint angle, for a.  The rate of the range rate can be obtained by differentiating Eqn.

2.3.7a twice with respect to the slow time, s:

R
••

=
Vst x − Vst

2 s

R2

 
 
  

 
R
•
+

Vst
2

R
(2.3.14)

Because the first term on the right of Eqn 2.3.14 is 10-6 times the size of the second term,

the rate of the range rate can be approximated as

R
••

=
Vst

2

R
(2.3.15)

The frequency of the return from the target when it is located in the center of the

radar beam is the Doppler centroid frequency, fDc.  The rate at which the frequency of the

return from a target changes as the target passes through the radar footprint is the Doppler

frequency rate, fR.  These Doppler parameters are:

fDc = 2 Rc

•
= −2Vst sin s( ) (2.3.16a)

fR = 2 Rc

••
= 2Vst

2 Rc (2.3.16b)

Substituting the Doppler centroid frequency and Doppler frequency rate into Eqn. 2.3.13

gives

r s( ) = Ae
i
4

Rc

exp i2 fDc s − sc( ) + fR s − sc( )2
2[ ]{ }, s − sc < S 2 (2.3.17)

Where S is the SAR "integration time" determined by the amount of time a target spends

within view of the satellite.  This is equal to the product of the along-track footprint

length and the relative velocity between the spacecraft and the ground.  With reference to
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Figure 2.3.1 which shows the equation for the along-track angular beamwidth ( H), the

SAR integration time is

S =
Rc H

Vst

=
Rc

LaVst

(2.3.18)

Figure 2.3.8 shows the power spectrum of the theoretical along-track chirp

function.  Note that the spectrum is centered on the Doppler centroid frequency.  From

Figure 2.3.8  The power spectrum of an ERS-like along-track compression filter with
Doppler centroid frequency equal to 300 Hz.  Note that if the frequency of part of the
signal exceeds 0.5*PRF, it must be wrapped into the corresponding negative frequencies
before applying the filter to the data.
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the discussion about pulse compression (Sec. 2.2), we know that the temporal resolution

of the match-filtered chirp signal data is equal to the reciprocal of the bandwidth.  The

along-track signal has bandwidth, B, equal to the product of the Doppler frequency rate

and the integration time.  Thus, the reciprocal of the bandwidth is

1 B =
La

2Vst

(2.3.19)

The spatial resolution of the SAR processed data in the along-track direction is

the product of the temporal resolution and the relative velocity of the spacecraft.  The

along-track spatial resolution, x, is then

x =
La

2
(2.3.20)

Where, as before, La is the length of the antenna.  This is a statement that an arbitrarily

high resolution can be attained using a shorter antenna.  However, there is a trade-off

between antenna length and pulse width (and hence swath width) such that a lower bound

on the total area of the SAR antenna for a systems like the ERS-1 and ERS-2 SARs is

about 1.6 meters (see Curlander and McDonough, [1991]).

2.4.  THE IMPLEMENTATION OF THE SAR PROCESSOR

The SAR data is sampled in the range direction by the sampling frequency (fs) of

the radar and in the along-track direction by the pulse repetition frequency (PRF).  The

data comes in the form of an array of complex numbers.  Each row of data corresponds to

one pulse of the radar while each column of data contains a sample from successive

pulses at a constant range.
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SAR processing consists of three basic steps: range compression, range migration,

and azimuth compression (Figure 2.4.1).  The range compression step involves matched

filtering of the returned radar signal data with a replica of the transmitted signal.  The

range migration step translates the radar return from a target in successive pulses of the

radar such that it falls within one column in the data set.  For the ERS-1 and ERS-2

systems, the maximum translation is less than one range bin (see Figure 2.3.7 and note
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that sampling is 7.9 meters in range).  However, range migration is justified since a

generally accepted criterion for performing this step is that the shift be greater than 1/4 of

a range resolution cell [Curlander and McDonough, 1991].  The azimuth compression

step involves correlating the returns from a target within successive pulses of the radar

with a theoretical chirp function designed according to the expected frequency shift and

phase of the returns from that target as it passes through the radar footprint.  These three

steps are performed on patches of data since they must operate on at least a block of data

corresponding to the size of the radar footprint (1200 pulses for ERS-1 and ERS-2) and

the amount of computer random access memory limits the amount of data that can be

loaded.  Thus, in addition to the three basic steps, a significant amount of bookkeeping is

necessary.

2.4.1.  LOADING THE PROCESSING PARAMETERS AND DATA

The first step performed by the SAR processor is to read in the SAR processing

parameters.  Sufficient parameters for SAR processing of ERS data and some

representative values are shown in Table 2.4.1.  The next step is to read in a block of data

whose rows correspond to an area larger than the radar footprint in the along-track

direction and whose number of rows is a power of 2 for efficient use of Fast Fourier

Transforms (FFTs).  Note that although the Fourier transform is used here, a number of

other spectral transforms can be used in SAR processing algorithms.
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2.4.2.  RANGE COMPRESSION

After reading in the processing parameters and a block of data, we compute the

range reference function (RRF).  This processing step maximizes the range resolution of

the imagery data.  The RRF is a replica of the transmitted radar pulse that will be used as

a matched filter to be correlated with each row of raw SAR data.  The RRF is constructed

by first computing the number of points in the filter, N, using the range sampling

frequency and the pulse duration ( N = fs p ).  Noting that the signal has been stripped of

its carrier frequency, we express the RRF as:

RRF i[ ] = exp ∗ k ∗ t2 i[ ]( ), − p 2 ≤ t i[ ] ≤ p 2 (2.4.1)

Where, if t[0] = − p 2  and ∆t = 1 fs , then   t i[ ] = t i −1[ ]+ ∆t, i = 1,2,K,N ; and k is the

chirp-slope parameter (Table 2.4.1).

The RRF is then windowed according to the rng_spec_wgt and rm_rng_band

parameters (Table 2.4.1) and padded with zeros out to the power of 2 sized vector with

length greater than and nearest to the number of range samples of raw SAR data,

good_bytes_per_line (Table 2.4.1).  In the case where good_bytes_per_line = 11232,

since each pair of bytes corresponds to one sample of complex raw SAR data, this is

8192 samples.  After padding, the RRF might be shifted in frequency according to the

chirp_ext parameter (Table 2.4.1) such that each integral increase in chirp_ext amounts to

one negative sample shift (- t) of the RRF.  This allows recovery of imagery data at a

nearer range, R0, than previously allowed (since the center of the RRF corresponds to the

time of the compressed radar return).  After padding, the RRF is transformed into the

Fourier domain using an FFT algorithm, multiplied by each row of similarly padded,
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Fourier transformed raw SAR data, and the product is transformed into the time domain

to complete the range compression operation.

Table 2.4.1.  The SAR processing parameters

Parameter Value Note Symbol
input_file orbit_frame.raw Name of the raw data file

bytes_per_line 14860 Number of bytes in 1 row of raw data

good_bytes_per_line 12632 Number of bytes of SAR data in 1 row of
raw data (1 pulse)

first_sample 412 Byte location of first sample in each row

num_valid_az 2800 Number of rows of valid processed data
in each patch

earth_radius 6371450.5 Radius of the earth at the latitude of the
area being imaged

Re

SC_vel 7124.7 Relative velocity between spacecraft and
the ground◊

Vst

SC_height 788168.5 Height of spacecraft H
near_range 825289.6 Range to target for  first sample of SAR

data in each row
R0

PRF 1679.9 Pulse Repetition Frequency (Fig. 2.3.1,
PRF = 1/PRI)

PRF

I_mean 15.266 Mean value of real part of each sample of
SAR data

Q_mean 15.455 Mean value of imaginary part of each
sample of SAR data

rng_samp_rate 1.896e+07 Sampling frequency in the range direction fs

chirp_slope 4.1779e+11 The frequency rate of the transmitted
signal (Eqn. 2.3.3.)

k

pulse_dur 3.71e-05 The time width of each transmitted pulse
(Fig. 2.3.1.)

p

radar_wavelength 0.056 The wavelength of the radar at the carrier
frequency (c/fc)

first_line 1 First line of raw data to process

num_patches 10 Number of patches of data to process

st_rng_bin 1 First column of raw data to process

num_rng_bins 5780 Number of columns of processed data

az_res 4 Desired azimuth resolution.

nlooks 1 Number of rows over which to average
the processed data

chirp_ext 0 Shifts the range filter in frequency

rng_spec_wgt 1.0 Ratio of coefficients of hamming window
for windowing range reference function
in time domain◊◊
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Table 2.4.1. Cont.

rm_rng_band 0.0 Defines the percent of the bandwidth of
the RRF to remove

rm_az_band 0.0 Defines the percent of the bandwidth of
the ARF to remove

fd1 326.23 Constant coefficient of doppler centroid
frequency◊◊◊

fdd1 0.0 Linear coefficient of doppler centroid
frequency◊◊◊

fddd1 0.0 Quadratic coefficient of doppler centroid
frequency◊◊◊

xshift 15 Integer shift of processed data in range
direction

yshift 485 Integer shift of processed data in along-
track direction

sub_int_r 0.923443 Fractional shift of processed data in range
direction

sub_int_a 0.195221 Fractional shift of processed data in
along-track direction

stretch_r 0.001464 Range stretch of processed data as a
function of range

stretch_a -0.001952 Along-track stretch of processed data as a
function of range

◊An approximation for the relative velocity between the spacecraft and the ground is (see Curlander and

Mcdonough, [1991], Eqn. B.4.12): Vst = Vs 1+ H Re( )1 2 .
◊◊Consider a Hamming window with coefficients a and b:  w x( ) = a − bcos 2 x( ), 0 ≤ x ≤ 1.  Then, a =

rng_spec_wgt and b = 1.0-rng_spec_wgt.
◊◊◊The doppler centroid frequency may vary with range.  It can then be expressed:

fDc = f d 1+ fdd1∗ R + fddd1∗ R2

2.4.3.  ESTIMATION OF THE DOPPLER CENTROID FREQUENCY

Without knowing the attitude of the spacecraft (and hence the squint angle), or the

exact location of the spacecraft and the exact location of an image point corresponding to

a point on the ground, it is impossible to compute the Doppler centroid frequency

directly.  Instead, it may be estimated by finding the center of the power spectrum of the
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raw data (e.g. Figure 2.3.8).  This is done using a autocorrelation algorithm such as

described by Madsen et al. [1989].

2.4.4.  RANGE MIGRATION

During range migration the range-compressed, along-track Fourier transformed

radar echoes are interpolated in the range direction such that the returns from a particular

target will lie along one column in the data set.  Within the limits imposed by the PRF the

range to a target at a particular frequency can be approximated using Eqn. 2.3.12.  Noting

that time and frequency are locked together in the linear FM chirp signal by

s − sc = f − fc( ) fR  (note that this assumes that the range to a target as it passes through

the radar footprint is sufficiently represented by the Taylor series approximation retaining

only the linear and quadratic terms) and substituting the expressions for the Doppler

centroid frequency and along-track frequency rate into Eqn. 2.3.12 gives

R s( ) = Rc −
4 fR

f 2 − fDc
2( ) (2.4.2)

The second term on the right-hand side of Eqn. 2.4.2 is the range shift of a pixel at

frequency f, and mid-swath range Rc, relative to its range at beam center, in the data set.

This suggests that the range migration be performed in range-Doppler space where the

columns of the imagery data have been transformed into the frequency domain.  The

range migration can then be performed on a block of data since different targets at the

same mid-swath range and frequency in successive pulses of the radar require the same

amount of range shift.  This shift might have both an integer and a fractional part.
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Shifting by an integer is trivial.  The fractional shift is performed using a process called

"sinc function interpolation".

Sinc function interpolation is a way of applying the shift theorem for Fourier

transforms to discrete data in the time domain.  Sinc function interpolation is performed

on the data rows because, within each row, the pixels require various amounts of

fractional shifting (in contrast, if there was a constant shift for the entire row of data, it

would be easier to transform the row into the frequency domain, apply the appropriate

phase shift, and transform the row back into the time domain).

The relationship between a signal sampled at times tk with sampling frequency fs

and the corresponding continuous frequency Fourier transform is:

  
g t k( ) ≡ G f( )

− fs 2

fs 2

∫ e i2 fk f s df , tk = k fs , k = 0,1,KN (2.4.3)

An infinitely high sampling frequency (and correspondingly infinite number of

samples) would therefore allow us to recover the continuous signal:

g t( ) = G f( )
−∞

∞

∫ e i 2 ft df (2.4.4)

If the continuous signal is truly bandlimited with bandwidth W < fs, the Fourier

transform of the continuous signal is

g t( ) = G f( )
−W 2

W 2

∫ e i 2 ft df = ∏ f W( )G f( )
−∞

∞

∫ e i2 ft df (2.4.5)

With corresponding sampled signal:

g t k( ) = ∏ f W( )G f( )
−∞

∞

∫ e i2 fk fs df (2.4.6)
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When attempting to interpolate a sampled signal, we need only take into account

the desired fraction of a sampling interval by which we wish to shift the signal without

having to worry about its actual sampling frequency.  We can therefore assume, for the

sake of simplicity, that the sampling frequency is 1 Hz giving a bandwidth of 1 Hz for the

Fourier transform of the discretized signal in to Eqn. 2.4.3.  If the bandwidth is 1 Hz, the

shift theorem gives

g t k − a( ) = e−i 2 af ∏ f( )G f( )
−∞

∞

∫ ei2 fk df = g tk( ) ∗sinc tk − a( ) (2.4.7)

And hence samples of the fractionally shifted, discretized signal are

g t k − a( ) = g t k( ) ∗ sinc tk − a( ) (2.4.8)

For each shift a, a sinc function corresponding to sinc(sk - a) can be computed and

convolved with the discretized signal to recover the value of the signal at the specified

shift.

For each instance of the SAR processor, an array of sinc function filters

corresponding to successively larger fractional data shifts is constructed.  Because the

frequency resolution of 1 Hz sampled data is the reciprocal of the number of samples (∆f

= 1/N), there are N possible divisions for each space between data points (e.g. see Eqn.

2.4.7).  Therefore, N sinc function filters for each fractional shift 1/N are computed.  For

each fractional shift, a, the filter is

  
sk + 3 =

−cos k( )sin a( )
k − a( ) , k = −3,−2,K,4 (2.4.9)

After the filter array is constructed, the shift for each pixel in range is computed

according to Eqn. 2.4.2 and the xshift, sub_int_r, and stretch_r parameters (Table 2.4.1),
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and stored in two vectors: one contains the integer shift for each pixel while the other

contains the fractional shift.  Then, for each pixel, the fractional shift is used to retrieve

the appropriate sinc function filter from the array of sinc functions and that 8-point filter

is convolved with the data centered on the appropriate pixel.  The value of this

convolution at lag zero is the new interpolated data value.

2.4.5.  AZIMUTH COMPRESSION

After range migration, the transformed, range-migrated columns of radar data are

passed to the azimuth compression subroutine.  First, the SAR integration time is

computed according to Eqn. 2.3.18 and Eqn. 2.3.19 and the desired azimuthal resolution

(az_res parameter).  This determines the bandwidth of the along-track chirp.  Second, an

along-track pulse compression filter for each range is constructed.  Third, the filter is

transformed into the frequency domain, applied to the previously along-track frequency

transformed data, and the product is transformed into the time domain.  In the following

equations the k index refers to indexing in the range direction while the j index refers to

indexing in the along-track direction.

From Eqns. 2.3.18, 2.3.19, and 2.3.20, the SAR integration time can be computed

from the bandwidth as a function of resolution (since we are given az_res in the

parameter file), and the Doppler rate fR, .  If the desired resolution is az_res = x', then the

bandwidth is:

B =
Vst

x'
= fR S (2.4.10)
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Where S is the SAR integration time and Vst is the relative velocity between the

spacecraft and the target on the ground.  Substituting the expression for the Doppler rate

(Eqn. 2.3.16b) into Eqn. 2.4.10 gives:

S k[ ] =
Rc k[ ]

2Vst x'
(2.4.11)

Note that S depends on the range to the target at the center of the radar beam (Rc).

After computing the SAR integration time, we can compute the number of points in the

azimuth compression filter.  This is just np k[ ] = S k[ ]⋅ PRF .

The along-track filter is computed according to Eqn. 2.3.17 and simplified by

setting sc equal to zero.  This does not change the frequency content of the filter but does

result in a shift of the processed data in the along-track direction depending on the squint

angle (and hence Doppler centroid frequency).  The along-track reference function (ARF)

is

ARF k[ ] j[ ] = exp i2 fDc k[ ]s j[ ] + fR k[ ]s j[ ]2( ){ }, −S 2 ≤ s j[ ] ≤ S 2 (2.4.12)

Where, if s[0] = 0  and ∆s =1 PRF , then   s j[ ] = s j −1[ ] + ∆s, j =1,2,K,np 2  and if

s N[ ] = −∆s , then   s j[ ] = s[ j + 1]− ∆s, j = N − 1,N − 2,K N − np 2 .  Where N is and

integer equal to the nearest power of 2 greater than the number of data that will be

processed.  Remember that the k index refers to the range direction and the j index refers

to the along-track direction.  The Doppler centroid frequency may vary with range

according to the parameters fd1, fdd1, and fddd1 by

fDc k[ ] = fd1 + fdd1 ⋅ Rc k[ ] + fddd1 ⋅ Rc k[ ]2 (2.4.13)

While the Doppler rate varies across the swath according to
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fR = 2Vst
2 Rc k[ ] (2.4.14)

A further refinement to the along-track matched filter is made by setting the phase

of the ARF at time s = 0 to correspond to the actual difference between the broadside

range to the target and the beam center range to the target.  The difference between the

mid-beam range and the broadside range is small and can be written Rb = Rc + R .  From

the geometry shown in Figure 2.3.5 (with a equal to the squint angle, and x = xc, the

relationship between the broadside range, Rb, and the range to beam center, Rc, (in a

reference frame moving with the spacecraft) is

Rc
2 = x c

2 + Rb
2 (2.4.15)

Which, after substituting Rb = Rc + R , and noting that R is small, gives an expression

for R

R =
xc

2

2Rc

(2.4.16)

If we square Eqn. 2.3.8 and do some algebraic manipulation, we find that the relationship

between the square of the along-track location of the target at beam center and the

Doppler centroid frequency is

xc
2 =

2Rc
2

4Vst
2 fDc

2 (2.4.17)

Substituting Eqn. 2.4.17 into Eqn. 2.4.16 and using Eqn. 2.4.14 gives the difference

between the broadside range and the beam center range:

R =
fDc

2

4 fR
 (2.4.18)

And hence the phase, , of the along-track filter at time s = 0 is
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=
4

R = fDc
2 fR (2.4.19)

After the ARF is constructed, it is transformed into the frequency domain and multiplied

by the corresponding column of range compressed and range migrated data.  The product

is then transformed into the time domain to yield the SAR processed data.

In the remainder of this dissertation, InSAR is used to map crustal deformations

associated with the 1992 Landers, California earthquake.  Multiple SAR-processed

images covering the Landers area are combined to form interferograms.  The geometry of

a SAR interferometer and the technical interferometric approach are described in the

appendices of Chapter 3.  While the Landers earthquake has been widely studied using a

variety of geophysical tools, we push the limits of the InSAR method to examine small-

scale deformations as well as vertical and postseismic displacements.
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Chapter 4

Vertical Displacements on the 1992 Landers, California Earthquake Rupture From

InSAR and Finite-Fault Elastic Half-Space Modeling

4.1.  ABSTRACT

The radar line-of-sight displacements predicted by the coseismic dextral slip

model of Wald and Heaton, [1994] are subtracted from an imaging radar interferogram

that temporally spans the 1992 Landers earthquake and the residuals are interpreted as

due to vertical slip on the earthquake rupture.  The residuals range in amplitude from -0.3

meters to 0.25 meters with highest variations to the east of the earthquake rupture.  The

main features of the residual displacement field are lobes of subsidence and uplift

associated with the two main slip events involved in the earthquake rupture: the

hypocentral event on the Johnson Valley fault and the maximum buried slip in the

stepover between the Homestead Valley and Emerson faults.  Also, 0.25 meters of

vertical displacement on the Iron Ridge fault, when combined with the field measured

left-lateral offset, suggests oblique slip on this fault.  In addition, we construct a map of

vertical coseismic displacements.  This type of map cannot be obtained using any other

method (e.g. campaign GPS).

The distribution of vertical slip on the rupture inferred from an inversion of the

residual displacements indicates two major pairs of east-side-up and east-side-down

motions associated with the two main earthquake slip events.  East-side-up motions are

observed near the southern terminus of the rupture and adjacent to the region of

maximum buried slip.  East-side-down motions are inferred deep within the Kickapoo
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stepover and shallow on the northern portion of the rupture.  The depths of the vertical

motions follow the depths of maximum slip along the rupture.  Forward modeling was

performed to test the assumption of Deng et al., [1998] that there was 0.7 meters of

vertical east-side-down slip on the model segment corresponding to the Camp Rock and

Emerson faults.  A best fitting model indicates that 0.7 meters of vertical east-side-down

slip on the Emerson and Camp Rock faults was possible but the locking depth was only

7.5 km.

4.2. INTRODUCTION

On June 28, 1992 the Mw 7.3 Landers earthquake originated on the Johnson

Valley fault in California's Mojave Desert and ruptured northward by stepping right onto

more northwestwardly oriented faults.  The slip on the rupture was predominantly dextral

with a maximum of 6.1 meters of offset measured in the field [Hart et al., 1993; Sieh et

al., 1993].  Vertical offsets of as much as 1 meter or more were measured on some fault

segments [Sieh et al., 1993; Hart et al.,  1993; Irvine and Hill, 1993; Sowers et al., 1994;

Johnson et al., 1994; Arrowsmith and Rhodes, 1994; Spotila and Sieh, 1995; Zachariasen

and Sieh, 1995; Aydin and Du, 1995; Fleming and Johnson, 1997; McGill and Rubin,

1999].  However, vertical displacements measured on faults that are part of a complex

rupture geometry with, on average, a large horizontal displacement may be due to

localized uplift and subsidence of individual fault-bounded blocks and not representative

of vertical slip on the rupture as a whole.  In this study, an attempt is made to estimate the

amount and distribution of vertical slip on the rupture surface using InSAR measurements

and finite fault elastic half-space modeling.
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Numerous authors inferred the distribution of right-lateral slip on the buried

Landers earthquake rupture fault surface by inverting different data sets assuming finite

dislocations in an elastic half-space [Murray et al., 1993; Hudnut et al, 1994;

Freymueller et al., 1994; Johnson et al., 1994; Wald and Heaton, 1994; Cohee and

Beroza, 1994].  In this study, the synthetic interferogram predicted by the model of Wald

and Heaton, [1994] is subtracted from an interferogram that temporally spans the

earthquake (the coseismic interferogram) and the residual interferogram (the vertical

interferogram) is inverted for a distribution of vertical slip on the same fault patches.

This particular right-lateral slip model is chosen because it was derived from an analysis

of a combination of field measured offsets, GPS displacements, strong motion, and

teleseismic data and a reasonable amount of consistency was found between the slip

models resulting from the inversion of the last three data sets.

The assumption that the residuals represent a displacement signal due to vertical

motions on the main rupture may be challenged by noting that the complex rupture

geometry and significant breakage of numerous faults close to the rupture (e.g. the

Galway Lake fault, the Iron Ridge fault, and the Upper Johnson Valley fault) may not be

modeled adequately by a three-plane rupture model.  However, effects from rupture

complexities should be responsible for short wavelength signals close to the rupture.

Adequate smoothing of the model can lessen the effects of such signals on the inversion.

Also, the largest difference between the horizontal motions predicted by the right lateral

slip model and GPS observations near the rupture is approximately 7.4 cm in the

direction of the radar line-of-sight (LOS) at site 7002 (there is a 10 cm LOS residual at

site 7000, but this site is very close to the rupture).  It is shown below that this is less than
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25% of the maximum amplitude of observed signal in the vertical interferogram.  A

consideration of the vertical component of slip can add to our understanding of

earthquake rupture mechanics and dynamics.  Furthermore, models of other components

of the earthquake cycle, such as postseismic deformation, rely on assumptions about the

magnitudes and locations of the vertical displacements on the earthquake rupture planes

[e.g. Deng et al., 1998].

4.3. INTERFEROMETRIC METHOD

Radar imagery (Figure 4.1) collected by the ERS-1 and ERS-2 satellites during

their 35 day repeat and tandem mission phases is combined to form a map of the

coseismic displacement in the direction of the radar line-of-sight (LOS) (Figure 4.2)

using an interferometric method (InSAR).  This map of coseismic displacement is similar

to the ones published by Massonnet et al., [1993]; Zebker et al., [1994]; and Peltzer et al.,

[1994].  The specific methodology used in this study is similar to that which is outlined in

Price and Sandwell, [1998] which is, itself, similar to what is standard. (Note that a

number of InSAR reviews from multiple points of view have recently been published or

are in press [Bamler and Hartl, 1998; Massonnet and Feigl, 1998; Bürgmann et al.,

1999].)

Each time the satellite passes over a specific area on the ground, there exists the

potential to form an interferogram by combining the imagery collected at that time with

an image collected at a different time over the same area.  The interferogram represents

the change in two-way distance (the range change) to points on the ground measured at

the two times of imaging.  When the satellite does not exactly repeat its orbit a parallax
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Figure 4.1.  The ERS-1 and ERS-2 radar imagery used in this study plotted in time-
space coordinates.  The Landers earthquake occurred on June 28, 1992 (day 180).  
The coseismic interferogram is derived from two images taken by the ERS-1 radar 
on April 24, 1992 and August 7, 1992 and has a baseline of 147.1 meters.  The two 
topographic interferograms are derived from images taken during the ERS-1 and 
ERS-2 tandem mission.  The first has a baseline of 52.4 meters and is composed of 
an image taken by the ERS-1 radar on October 29, 1995 (orbit 22431) and an image 
taken by the ERS-2 radar on October 30, 1995 (orbit 2758).  The second has a 
baseline of 137.0 meters and is composed of an image taken by the ERS-1 radar on 
January 7, 1996 (orbit 23433) and an image taken by the ERS-2 radar on January 8, 
1996 (orbit 3760).
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Figure 4.2.  The coseismic interferogram.  The white lines indicate the locations of
faults mapped previously to the Landers earthquake from a California fault database.
The red lines compose the earthquake rupture trace as mapped by Sieh et al., [1993].
The yellow stars are at the locations of the Landers (the larger star) and the Big Bear
(the smaller star) epicenters.  Regions A, B, and C are discussed in the text.  Region
A contains subsidence to the northeast of the rupture, Region B surrounds Iron Ridge,
and Region C is adjacent to the maximum buried slip.  The yellow stars indicate the
two major shocks that occurred during the time span of the interferogram: the larger
star at the location of the Landers epicenter, the smaller star is at the location of the
Big Bear epicenter.  The abbreviated labels stand for: Calico fault (CF), Camp Rock
fault (CRF), Emerson fault (EmF), Galway Lake fault (GLF), Homestead Valley fault
(HVF), Johnson Valley fault (JVF), Kickapoo fault (KF), Newberry Fractures (NF),
and north of the Barstow aftershocks (BA).
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effect enables the measurement of topography.  If the Earth's surface moves between the

two times of imaging, the displacement measured in a single interferogram is that

component which is in the direction of the radar line-of-sight and that component only.

While InSAR cannot differentiate between horizontal and vertical displacements, it does

give a high spatial density of LOS displacement measurements and methods of

interpretation allow extraction of physically meaningful information.

The distance between the positions of the satellite(s) during the two passes is

called the interferometric baseline (see Figure 4.3a).  The phase of the product of one

complex image and the complex conjugate of the second is the interferometric phase.

The interferometric phase is related to the range change by  = 4 /   where  is the

interferometric phase,  is the wavelength of the radar, and  is the range change.  This

range change (Figure 4.3a) is the sum of contributions from the imaging geometry, the

topography, displacement of the Earth's surface, atmospheric delay, and phase noise

= e + t + d + (4.3.1)

Where e is the contribution due to the imaging geometry and is equal to the component

of the baseline parallel to the radar LOS, t is the component of range change due to

topography and is equal to the product of the perpendicular component of the baseline

and the topographic angular distortion, d is the contribution due to displacement of the

Earth's surface, and  is the range change due to changes in the refractivity of the

atmosphere and phase noise.  Both d and  map directly into the radar LOS.

Errors in repeat pass interferometric measurements include phase noise and

atmospheric noise, which can give spurious estimates of displacement subject to

misinterpretations.  In a multi-look interferogram with the number of looks greater than
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Figure 4.3.  a) The InSAR geometry.  The range from the "reference" satellite pass 
to a location on the surface of the earth at elevation z0 is ρ, the range from the 
"repeat" satellite pass to the same location is ρ + δρe + δρt, the range from the repeat 
pass of the satellite to the same piece of earth after it has been displaced by D is  ρ + 
δρe + δρt + δρd, the radar look angle to the reference spheroid is θ0, the topographic 
angular distortion is δθt, the displacement angular distortion is δθd , the baseline 
length is B, the length of the component of the baseline perpendicular to the radar 
LOS is B⊥.  The subscripted range changes are explained in the text (Section 4.3).  
When measuring displacements using space-based InSAR, the three range rays 
(excluding the one drawn to the reference spheroid) in the figure can be considered 
parallel to each other making dqd essentially zero.  The InSAR measured component 
of  the displacement, D, is that which is in the direction of the radar LOS.  This 
displacement is equal to δρd.
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4, the phase noise variance can be estimated using the complex correlations between

matching pixels in the two images [Rodriguez and Martin, 1992].  Errors due to

atmospheric delay are due to changes in the refractive index of the medium through

which the radar signals pass and can be due to both turbulence and longer wavelength

differences in the troposphere and ionosphere, or systematic changes in humidity with

topography [e.g. Tarayre and Massonnet, 1996] at the two times of imaging.  The

character and level of atmospheric noise is different in each interferogram [Hanssen,

1998] and an automated method for its removal has yet to be developed.

The range change error due to a given error in elevation of a target located at a

distance x from the sub-satellite ground track is proportional to the length of the

perpendicular component of the baseline

d =
B⊥

x
dH (4.3.2)

Where  is range change, H is elevation, x is the distance between the sub-satellite

ground track and the target, and B⊥  is the component of the baseline perpendicular to the

reference pass range ray (Figure 4.3a).  Hence, given the length of the perpendicular

component of the baseline corresponding to the coseismic interferogram (99 meters), a

10-meter error in elevation of a target in the middle of the interferogram gives a 3-mm

error in range change.

4.3.1.  SCALING VERTICAL AND HORIZONTAL DISPLACEMENTS INTO THE SATELLITE
              LOS

Because we cannot distinguish between vertical and horizontal displacements

using a single interferogram, interpretations should be based on plausible ground
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Figure 4.4.  a) The radar LOS displacement scale factor versus the azimuth of the
horizontal displacement given the 193° azimuth of the sub-satellite track and a signal
incidence angle of 20.8°.  Horizontal displacements perpendicular to the sub-satellite
track are scaled by the sine of the incidence angle while horizontal displacements
parallel to the sub-satellite track cannot be measured.

b) The horizontal displacement scale factor versus the azimuth of the
horizontal displacements given the 193° azimuth of the sub-satellite track and a signal
incidence angle of 20.8°.  If the radar LOS displacement across a fault is assumed to
be a horizontal displacement, the magnitude of the horizontal displacement is the
product of the LOS displacement and the horizontal displacement scale factor.
Assuming a horizontal displacement across a fault that is parallel to the satellite track
implies that its magnitude is infinite.  A minimum scale factor is about 3 (the
reciprocal of the sine of the incidence angle) for computing displacements oriented
perpendicular to the satellite track direction.
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movement, ancillary data (such as GPS and field measurements and mapping), and the

imaging geometry.  The scaling of a vertical displacement on the ground into a LOS

displacement is proportional to the cosine of the angle of incidence (20.8° in this study).

The scaling of a horizontal displacement on the ground into the radar LOS direction

depends on the azimuth of the displacement and the azimuth of the satellite track

(approximately 13° at the latitude of the Mojave Desert).  For example horizontal

displacements parallel to the satellite track cannot be measured while horizontal

displacements orthogonal to the satellite track are scaled by the cosine of the incidence

angle (Figure 4.4a).  The relationship between LOS displacement and horizontal

displacement is:

D = dh cos −[ ]sin[ ] (4.3.3)

Where D is LOS displacement, dh is horizontal displacement,  is the azimuth of the

perpendicular to the satellite track,  is the azimuth of the displacement, and  is the

incidence angle (see Figure 4.3b).

When attempting to discriminate between horizontal displacements and vertical

displacements across a structure such as a fracture or fault, it is important to consider the

orientation of that structure with respect to the radar.  Interpreting a measured LOS

displacement as a horizontal displacement parallel to the satellite track implies infinite

horizontal displacement while, at minimum, the scaling of a measured LOS displacement

into a horizontal displacement is approximately 3 times the measured LOS displacement

(Figure 4.4b).  Scaling point-wise displacements into the satellite LOS is not the only

way to interpret interferograms: an excellent discussion of the interferogram fringe

patterns caused by shear and rotations of blocks is given by Peltzer et al., [1994].
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4.4.  DATA PROCESSING AND REDUCTION

To extract estimates of displacement from a single interferogram, it must first be

"flattened": the geometric range change contribution e is removed.  An estimate of the

topographic contribution to the phase t must then be made and removed from the

interferogram, and the resulting deformation interferogram can then be unwrapped or left

in modulo 2π increments and geometrically rectified (orthorectified and geolocated).

Here, 6 images from track 399 of the ERS-1 and ERS-2 satellites (Figure 4.1) are

combined to form the LOS displacement map over a region surrounding the Landers

earthquake rupture (Figure 4.2).  Four images from the ERS-1/ERS-2 tandem mission are

used to make two interferograms that are stacked to estimate topographic phase and make

a DEM for orthorectification.  Two additional images that temporally span the

earthquake; taken on April 24, 1992 and August 7, 1992; are used to generate an

interferogram from which the topographic phase estimate is subtracted to derive

coseismic displacement.  After the topographic phase estimate has been subtracted from

the interferogram spanning the earthquake, the result is unwrapped using a "tree"

algorithm [Goldstein et al., 1988], orthorectified using elevations derived from the

stacked tandem interferograms, gridded at 60 m spacing, and geolocated using tie-points.

A synthetic coseismic interferogram (Figure 4.5) is formed by using the dextral

dislocations of the "combined" model of Wald and Heaton, [1994] as input to the

"RNGCHN" software [Feigl and Dupre, 1999] which analytically computes the

displacement at the Earth's surface due to dislocations in an elastic half-space using the

formulation of Okada, [1985].  In addition, the contribution to the displacement field by

the Big Bear earthquake, an Mw 6.2 event that happened three hours after the Landers
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Figure 4.5.  The synthetic interferogram predicted by the Landers earthquake dextral
slip model of Wald and Heaton, [1994].  The white lines compose the earthquake
rupture trace as mapped by Sieh et al., [1993].  The yellow lines indicate the locations
of the three model segments defined by Wald and Heaton, [1994].  Regions A, B, and
C are as in Figure 2.
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Figure 4.6.  The unwrapped "vertical interferogram".  This is the full-resolution map
of the residual displacements obtained by differencing the synthetic interferogram
(Figure 5) and the coseismic interferogram (Figure 2).  The white lines indicate the
locations of faults mapped previously to the Landers earthquake from a California
fault database. Regions A, B, and C are as in Figure 2.  Profiles AS-AS', EC-EC', H-
H', and J-J' are across-strike, parallel to the Emerson/Camp Rock model segment,
parallel to the Homestead Valley model segment, and parallel to the Johnson Valley
model segment, respectively.  Profiles EC-EC' and H-H' are located 6 km east of the
corresponding model segments while profile J-J' is located 2.5 km east of the Johnson
Valley model segment.  The pluses and minuses are the LOS-projected differences
between the horizontal displacements measured at GPS sites by Freymueller et al.,
[1994] and those predicted by the dextral slip model.  The circles are the LOS-
projected GPS displacement measurement errors.  The GPS sites 6054, 7000, 7002,
and Ricu are labeled.
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Figure 4.7.   The data and inverse model predictions.  The white lines are the model
segments.  a) The reduced resolution data that were inverted for vertical slip on the
rupture plane (The full resolution data are shown in Figure 6).  b), c), d), e), and f) are
the predicted LOS displacements for inverse models with smoothing parameters 
equal to 1, 3.1, 5, 10, and 20 respectively.
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earthquake in the San Bernardino Mountains, was computed by modeling it as 1.15

meters of dextral slip between 2.5 and 15 km of depth on a fault striking 57°.  The LOS

displacements comprising the synthetic interferogram are subtracted from the full

resolution (2853x2850 data samples at 60-m spacing) coseismic interferogram to form

the vertical interferogram (Figure 4.6).  A two-dimensional smoothing filter is then

applied to the full resolution vertical interferogram to limit its bandwidth before sampling

to a 960-m grid spacing to avoid aliasing short wavelengths into long ones. The down-

sampled vertical interferogram has 63x67 data values (Figure 4.7a), 14% of which are

null due to inability to unwrap the phase.  While the inability to unwrap the phase leads to

less spatial coverage, it eliminates data values with high phase variance, which would

have to be severely down-weighted in an inversion.

Because of orbital errors, long-wavelength atmospheric signals, or a lack of the

phase unwrapping algorithm to determine the appropriate integer multiple of 2π offset in

the interferogram, deformation interferograms typically must be calibrated by removing a

constant offset and slope.  Here, the slope and constant offset are found by an integration

of the measured displacements with the modeled displacements.  Four fringes in the

along-track direction, corresponding to a slope of 7.3 µrad, were removed from the

residual interferogram.  The constant offset of the data was then found iteratively by

adding a constant to the interferogram and solving for the best fit least squares solution

(similar to the way such a constant would be found in a non-linear inversion).  The

constant found here was 3.3 mm.
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4.5.  MODELING METHOD

Both forward and inverse modeling of LOS displacements caused by vertical

displacements on patches defined by Wald and Heaton, [1994] are performed.  The

models consist of finite-fault, vertical dislocations in an elastic half-space with Poisson's

ratio equal to 0.25.  There are 186 model patches each 3 km long by 2.5 km wide on three

overlapping fault segments.  The forward modeling effort was to test the assertion by

Deng et al., [1998] that there was 0.7 meters of vertical, east-side-down offset on the

Emerson/Camp Rock segment of the rupture and to determine the depth to which vertical

offset of such magnitude could have occurred.  Inverse modeling was used to solve for a

reasonable distribution of vertical displacement on the rupture that could account for

some of the deformation signal in the vertical interferogram.  The inversion is carried out

by minimizing

  
C−1 2 A

v 
x −

v 
d ( ) + 2 L

v 
x (4.5.1)

Where ⋅  denotes the 2-norm, C-1/2 is the square root of the inverse of the data covariance

matrix, A is a matrix of Green's functions relating a unit slip on each model patch to LOS

displacements at the Earth's surface,   
v 
x  is a vector of model coefficients,   

v 
d  is a vector of

data values,  is an arbitrary constant that controls the smoothness of the model, and L is

a discretized Laplacian operator.  The first term in the above equation is called the misfit

while the second term is called the roughness.  Although the system is overdetermined

(there are 3635 data values and 186 model elements), significant smoothing is required to

mitigate the effects of the short-wavelength deformation signals in the vertical

interferogram.
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The displacement measurements were assumed to be independently and

identically distributed with standard deviation equal to 5 cm.  In fact, atmospherically

induced errors in the data are spatially correlated leading to off-diagonal terms in the data

covariance matrix [Williams et al., 1998].  Less than obvious displacements on faults

other than the main rupture and localized displacements not representative of the elastic

response of the lithosphere as a whole can reach 1-2 cm and can be spatially correlated

[Massonnet et al., 1994; Peltzer et al., 1994; Price and Sandwell, 1998].  Furthermore,

the postseismic LOS displacements that occurred within the month following the

earthquake have been measured to be as high as 5 cm [Massonnet et al., 1996; Price,

1999].  In spite of these unspecified errors, the similarity between the LOS displacements

predicted by the inverse models and the vertical interferogram (Figure 4.7) gives

confidence in the general features of the models.

4.6. RESULTS

4.6.1.  INTERFEROMETRIC OBSERVATIONS

The coseismic interferogram spanning the time period -65 to +41 days

surrounding the Landers earthquake and the interferogram predicted by the model of

Wald and Heaton, [1994] are shown in Figures 4.2 and 4.5 respectively.  There are

multiple regions where the fringe patterns in the coseismic interferogram deviate from

those predicted by the model.  The regions surrounding the Newberry Fractures (Figure

4.2, label NF) and near the Barstow aftershock's epicenters (Figure 4.2, label BA) were

discussed by Price and Sandwell, [1998].  Three new regions related to possible vertical

slip on the rupture are noted here.  The first is a region of flattened fringes to the north-
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east of the rupture (Figure 4.2, label A) between the Camp Rock fault and the Calico

Fault that has never been modeled well using elastic half-space models with only right-

lateral slip [Massonnet et al., 1993; Massonnet and Feigl, 1998].  The second is the

pattern of circular fringes surrounding Iron Ridge (Figure 4.2, label B) discussed by Price

and Sandwell , [1999].  The third is the underestimation by the dextral slip model of the

number of hemispherical fringes southeast of the stepover between the Homestead Valley

and Emerson faults (Figure 4.2, label C).  This underestimation was discussed by

Massonnet et al., [1993] and attributed to "simple discretization of the elastic model."

The differences between the LOS-projected horizontal displacements predicted by

the dextral slip model and those measured at GPS sites by Freymueller et al., [1994] are

shown as pluses and minuses in Figure 4.6.  Pluses indicate that the dextral slip model

predicts a residual towards-the-satellite motion while minuses indicate that the dextral

slip model predicts a residual away-from-the-satellite motion.  Because neither the

magnitudes nor the signs of the horizontal residuals appear to the correlated with the

towards and away-from the satellite motions observed in the residual interferogram, it is

plausible that the signal in the residual interferogram is associated with vertical slip on

the rupture rather than dextral slip model errors.

The first striking characteristic of the unwrapped vertical interferogram (Figure

4.6) is that the signals due to possible vertical motions on the rupture plane have highest

amplitudes to the east of the rupture.  The maximum LOS displacement in the vertical

interferogram is 25.6 cm while the minimum is -38.7 cm. (To scale LOS displacements

into vertical displacements, multiply them by 0.935.)  There is a large region of apparent

subsidence to the north-east of the rupture bounded to the south by the Galway Lake fault
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(the north striking fault near the letter "H" in Figure 4.6) and interrupted by uplift of Iron

Ridge (Figure 4.6, Region B).  A comparison of displacements extracted from the

unwrapped coseismic interferogram and the synthetic interferogram along profile AS-

AS', which is perpendicular to the rupture strike in this region, indicates that the LOS

displacement is overestimated on the east side and slightly underestimated on the west

side of the rupture by the predictions of the dextral slip model (Figure 4.8b).  This

indicates vertical, east-side-down motion on the north-east side of the rupture as shown

by the signal along profile AS-AS' extracted from the vertical interferogram and

displayed in Figure 4.8c.  Note that the apparent vertical displacements along this profile

are negatively correlated with the corresponding topography (Figure 4.8c,d) extracted

from both USGS and InSAR digital elevation models.

LOS displacements extracted from the vertical interferogram along profile EC-

EC', which is parallel to the Emerson/Camp-Rock fault model segment, indicates

subsidence interrupted by 28 cm of positive LOS displacement on the Iron Ridge fault

(Figure 4.9b).  While 25 cm of left-lateral displacement was measured by field geologists

on the Iron Ridge fault [Hart et al., 1993], this scales to only 4.2 cm of LOS

displacement across a structure striking 221.5°.  The remaining 24-cm of LOS

displacement must be due to vertical displacement on this fault.  This suggests oblique

displacement on the Iron Ridge Fault with a rake of nearly 45°.  If the signal in the

vertical interferogram over Iron Ridge is assumed to be uplift, there is 15.8 cm of LOS

displacement consistent, to within error, with the 16.8 cm cited by Price and Sandwell,

[1998].

A region of towards-the-satellite LOS deformation is bounded to the west by the
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Galway Lake fault, to the east-northeast by the West Calico fault, and to the west-

southwest by the Emerson fault (Figure 4.6, label C).  This region is adjacent to the

location of maximum buried dextral slip on the rupture, which is within the southern

portion of the step-over between the Homestead Valley and the Emerson faults (e.g.

Figure 4.9a).  A comparison between the LOS displacements extracted from the

coseismic interferogram along profile H-H' (which crosses this region and is parallel to

the Homestead Valley fault model segment) and the LOS displacements predicted by the

dextral slip model along the same profile indicates underestimation of the LOS

displacement by the dextral slip model by as much as 16 cm (Figure 4.9b).  One of the

largest differences between the observed GPS horizontal displacements and those

predicted by the right lateral slip model occurs in this region at station LEDG (see Figure

4.6 for location).  This difference is approximately 4.3 cm of LOS displacement, which is

not enough to account for the 16-cm discrepancy between the coseismic interferogram

measurements and the dextral slip model predictions.  This indicates that the vertical

displacement is significant.

High amplitude signals in the vertical interferogram are also observed

surrounding the Johnson Valley fault but we do not have interferometric data far to the

east of the fault in this area that would help constrain the depths of possible vertical

displacements.  However, horizontal displacements measured at benchmarks 6054 and

Ricu (see Figure 4.6 for the locations), which are within 4 km of the rupture on the

Johnson Valley fault agree to within 10 cm and 2 cm respectively with the dextral slip

model.  The residual at mark 7002 (see Figure 4.6 for the location) is 7.4 cm LOS.  The

LOS displacements along profile J-J' extracted from the vertical interferogram measure
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Figure 4.8.  The measured and modeled radar LOS displacements along profile AS-
AS'.  a)  The profiles extracted from forward-modeled predictions assuming 0.7
meters of vertical displacement on the northern 9 patches of the Emerson/Camp Rock
model segment for various locking depths.  The two dashed lines are the predicted
LOS displacements assuming 0.7 meters of vertical east-side-down motion within the
0-2.5 km depth range (the lower amplitude, shorter wavelength dashed line) and the
0-15 km depth range (the higher amplitude, longer wavelength dashed line).  The
gray line is the profile extracted from the forward-modeled predictions that best fit
the data: 0.7 meters of vertical, east-side-down slip within the 0-7.5 km depth range.
The dotted line is the prediction of the favored inverse model "c".  b)  The LOS
displacements predicted by the dextral slip model of Wald and Heaton, [1994] (the
dashed line) and the LOS displacements extracted from the coseismic interferogram
(the solid line).  c)  The LOS displacements predicted by the vertical slip model "c"
(the dashed line) and the LOS displacements extracted from the "vertical
interferogram" (the solid line).  d)  The elevation extracted from a USGS 1° DEM
(the solid line) and the elevation extracted from the InSAR DEM plus a 100 m shift
(the dotted line).  The abbreviated labels indicate the locations of the intersections of
the following faults with the across-strike profile:  Lenwood fault (LF), Johnson
Valley fault (JVF), Calico fault (CF), and Rodman fault (RF).
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Figure 4.9.   The measured and modeled displacements along profiles parallel to the
strike of the model segments.  The locations of the profiles J-J', H-H', and EC-EC' are
marked in Figure 6.  a)  The dextral slip along the top-most layer of the model of
Wald and Heaton, [1994].  b) The LOS displacements predicted by the dextral slip
model of Wald and Heaton, [1994] (the dashed line) and the LOS displacements
extracted from the coseismic interferogram (the solid line).  c)  The LOS
displacements predicted by the vertical slip model "c" (the dashed line) and the LOS
displacements extracted from the "vertical interferogram" (the solid line).  d)  The
elevation extracted from a USGS 1° DEM (the solid line) and the elevation extracted
from the InSAR DEM plus a 100 m shift (the dotted line).  The abbreviated labels
indicate the locations of the intersections of the following faults with the rupture-
parallel profiles:  Homestead Valley fault (HVF), Emerson fault (EF), Galway Lake
fault (GLF), and Iron Ridge fault (IRF).
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18 cm of LOS displacement near the Landers epicenter and -9 cm of LOS displacement

just east of the Kickapoo stepover.  These signals are larger than signals due to horizontal

displacement differences between GPS measurements and the dextral slip model

predictions.

4.6.2.  FORWARD MODELING RESULTS

A recent viscoelastic model of postseismic deformation following the Landers

earthquake by Deng et al., [1998] uses 0.7 meters of dip-slip motion on the

Emerson/Camp-Rock fault plane as an input parameter.  There is neither conclusive field

evidence nor is there accurate enough GPS evidence that this amount of dip-slip motion,

if any, occurred during the earthquake.  This assumption is tested by allowing 0.7 meters

of dip-slip motion on the northern 9 columnar patches of the Emerson/Camp Rock model

segments.  The locking depth was then varied to determine the depth to which 0.7 meters

of vertical slip might have occurred.

The results of the forward modeling are shown in Figure 4.8a.  The two dashed

lines are the predicted LOS displacements along profile AS-AS' assuming 0.7 meters of

vertical east-side-down motion on a 0-2.5 km (the lower amplitude, shorter wavelength

dashed line) and a 0-15 km depth range (the higher amplitude, longer wavelength dashed

line).  The gray line is the profile extracted from the forward model predictions that best

fit the data: 0.7 meters of vertical, east-side-down slip within the 0-7.5 km depth range.

0.7 meters of vertical slip on the Emerson/Camp Rock model segment between 0 and 15

kilometers depth rupture predicts a LOS displacement that is 10 cm less than what is

observed in the vertical interferogram 5 km northeast of the rupture (Figure 4.8a).  For
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reference, the dotted line in Figure 4.8a is the profile from the favored inverse model "c"

(see below).  Because the absolute phase (and hence the LOS displacement) near the

rupture could not be recovered due to high phase variance, it cannot be determined

whether vertical displacements on the rupture broke to the surface or remained buried or

what their absolute amplitudes might have been.  Even if the phase near the rupture could

be determined, there may be short wavelength horizontal displacement residuals due to

the complexity of faulting that would contaminate the apparent vertical signal.

4.6.3.  INVERSE MODELING RESULTS

The vertical interferogram was inverted for a vertical slip distribution on the

rupture using a linear least-squares scheme (Eqn. 4.5.1).  The roughness parameter  was

varied between values of 0.0005 and 30.  The trade-off between roughness and misfit is

plotted in Figure 4.10.  Recall that misfit and roughness were defined as the first and

second terms of Eqn. 4.5.1.   Models corresponding to representative values of  are

shown in Figure 7.  (The letters "b-f" in Figures 4.7, 4.10, and 4.11 refer to corresponding

predicted surface displacements, roughness parameters, and models respectively.)

The roughness versus misfit curve indicates more than one value of misfit for

roughness values above 0.45.  This is attributed to the fact that as the roughness

parameter increases, high spatial frequency features in the data are so severely penalized

by the inversion process that they no longer contribute significantly to the complexity of

the model (see Figure 4.7).  For example, when the roughness parameter exceeds  = 5,

there is very little uplift predicted at Iron Ridge.  It is reasonable to assume that this uplift

is due to slip on the Iron Ridge Fault rather than on the main Landers earthquake rupture.
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The favorite model "c" has a roughness parameter  equal to 3.1.  This model is

chosen because it retains as much high frequency detail in the model and predicted data

without over or under smoothing.  Model "c" reduces the data variance by 51%: the

variance of the data is 8.5 m2 while the variance of the residuals is 4.2 m2.  Displacements

along profiles AS-AS', EC-EC', H-H' and J-J' are extracted from the surface

displacements predicted by model "c" (Figure 4.7c) and plotted with corresponding

profiles extracted from the vertical interferogram in Figures 4.8c and 9c.  The model

predictions along profile AS-AS' fit the corresponding vertical interferogram data to

within 2.5 cm (Figure 4.8c) but the amplitudes along the model profile are slightly less

than those along the data profile due to the weight of the roughness factor .  The

displacements predicted by model "c" along profiles J-J' and H-H' match the

corresponding data extracted from the vertical interferogram to within 10 cm (Figure

4.9c) although, again, the predicted amplitudes are underestimated.  The model predicted

displacements along profile EC-EC' (Figure 4.9c) indicates that most of the signal from

slip on the Iron Ridge fault was eliminated by the chosen degree of model smoothing.

A reconstruction of the distribution of vertical slip along the rupture is shown in

Figure 4.12 below the "combined" dextral slip model made available by Wald, [1996].  A

main feature of the vertical slip model is pairs of east-side-up and east-side-down vertical

motions. Regions of maximum east-side-up slip are adjacent to the earthquake's

hypocenter on the Johnson Valley fault and the location of maximum sub-surface dextral

slip within the stepover between the Homestead Valley fault and the Emerson fault.  At

the locations along the rupture trace where the maximum horizontal slip was deep, the

model inferred vertical slip is also deep while at the locations where the maximum
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horizontal slip was shallow, the model inferred vertical slip is also shallow.  The model

indicates deep, east-side-down slip on the Johnson Valley fault at the latitude of the

Kickapoo step-over and a region of shallow east-side-down vertical slip on the end of the

rupture that deepens to the north.  The maximum-modeled east-side-down slip on the

Emerson/Camp Rock segment was 0.8 meters on a patch in the 2.5-5 km depth range.

This may be a localized overestimate of slip since effects from the uplift of Iron Ridge

are still apparent in the predicted data and the model (Figures 4.7c and 4.11c).

4.6.4.  MOMENT ANALYSIS OF THE SLIP MODEL

The contribution to the moment Mv from vertical displacements is computed by

Mv = An sn
n= 1

m

∑ (4.6.1)

Where Mv is the amount of moment due to vertical slip on fault patches,  is the modulus

of rigidity (30 GPa), m is the number of model patches, An is the area of patch n, and sn is

the vertical slip on patch n.  The moment predicted by model "c" is Mv = .12 x 1020 N-m.

The moment, quoted by Wald and Heaton,  [1994], due to dextral slip on fault patches of

a model inferred from horizontal GPS coseismic displacements is 0.69 x 1020 N-m which

is smaller than the 0.77x1020 N-m moment of the dextral slip model derived from a

combination of geodetic, teleseismic, and strong motion data [Wald and Heaton, 1994].

Vertical slip on fault patches may account for some of this difference in moment.
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4.6.5.  RESOLUTION ANALYSIS OF THE VERTICAL SLIP MODEL

A resolution analysis indicates the inversion routine's ability to recover the slip

distribution at the resolution of the fault model parameterization using the roughness

parameter of model "c" (Figure 4.13).  This is a function of the roughness parameter and

type of roughening filter (a Laplacian in this study), the data distribution, and the data

covariance.  Two tests were performed.  In the first test 10 meters and 30 meters of

vertical slip were placed on single shallow and single deep fault patches, respectively.

The shallow patch spans the 2.5-5 km depth range while the deep patch spans the 10-12.5

km depth range (Figure 4.13a).  In the second test (Figure 4.13b), vertical dislocations

were placed on patches inferred to slip the most by model "c".  The amount of vertical

slip placed on the test patches was the amount on the same patches inferred by model "c"

multiplied by 5.

The first test (Figure 4.13a) indicates that the recovery of the amplitude of

displacement on the shallow patch is 20% while the amplitude recovery is 5% on the

deep patch.  All of the vertical slip on the shallow test patch is recovered in the 9 model

patches surrounding the patch while 30% of the vertical slip on the deep test patch is

recovered in the surrounding 9 model patches.  Hence, the deeper an actual slip on a

patch on the earthquake rupture the more attenuated and spread out its image in a model

inferred by the inversion process.  The sum of the elements of the patch-wise slip model

is equal to the sum of the elements of the smoothed output model but a moment estimate

(Eqn. 4.6.1) is 1.5 times that of the patch-wise slip model.  This is because negative side-

lobes offset the patch-wise slip on the shallow patch.  Also, slip on a patch near the top

layer is pushed deeper while slip on a patch near the bottom layer is pushed shallower.
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The second test (Figure 4.13b) indicates that near surface vertical slip is resolved better

than deeper vertical slip and that although the patch-wise displacements are smoothed

considerably, the character of the model is preserved.

4.7.  DISCUSSION

4.7.1.  A COMPARISON BETWEEN THE FIELD MEASURED AND THE
              INTERFEROMETRICALLY MEASURED VERTICAL SLIP

During the months following the Landers earthquake, a multitude of field

researchers measured both horizontal and vertical slip on and in the vicinity of the surface

rupture trace.  The surface expression of the rupture trace can, in general, be described as

broad and complex.  Offsets on structures within different surface faulting environments

inferred by the presence of compressional and extensional bends in the rupture and shear

zones, some as wide as 200 meters (e.g. Johnson et al., [1994]), were documented.  Even

in locations where the rupture was a long, straight trace, its surface expression could

consist of a mole track in desert alluvium measuring 15 meters in width flanked by a zone

of fractures extending as far as 30 meters to either side [Hart et al., 1993].

Many of the published studies that discuss vertical displacements that occurred

during the earthquake focus on regions surrounding the compressional and extensional

bends in the rupture trace.  Measurements of vertical slip ranging in amount from 0.5 to 1

meter were not uncommon.  On the northern end of the rupture, Fleming and Johnson,

[1997] found 0.5-0.6 meters of vertical, east-side-down displacement on a ladder of

quadrilaterals spanning the Emerson fault.  However, this study was done in a region

spanning a compressional ridge on the west side of the extensional stepover between the
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Emerson and Camp Rock faults.  Further to the southeast along the rupture, Irvine and

Hill, [1994] find 1 meter of vertical east-side-up displacement on the rupture near its

intersection with the southern northeast striking zone of aftershocks but there are

fractures directly east of this measurement that may have a west-side-up sense of slip.  At

a distance 6-km away to the south along the rupture, they measure 1 meter of vertical,

west-side-up displacement just north of the stepover between the Homestead Valley and

Emerson faults.  This stepover was studied in detail by Zachariasen and Sieh, [1995]

whose measurements of vertical slip, while they were as much as 0.6 meters, west-side-

up on the Homestead Valley fault, were typically offset by east-side-up vertical slip on

the Emerson fault indicating that the vertical motion was more likely related to down-

drop of the block within the extensional stepover than to vertical slip on the rupture as a

whole.  Vertical slip on structures near the extensional Kickapoo stepover was measured

by Sowers et al., [1994]; Johnson et al., [1994]; and Spotila and Sieh, [1995].  There

vertical slip reached as much as 1 meter, west-side-up near the slip gap north of the

stepover but was typically 0-0.5 meters within the stepover and related to the down-drop

of the block to the southeast of the Kickapoo fault [Spotila and Sieh, 1995] and/or

rotation of the block to the north of the Kickapoo fault [Peltzer et al., 1994; Spotila and

Sieh, 1995] inferred from thrust faulting observed at the slip gap [Spotila and Sieh, 1995].

The deformation within the areas addressed by the detailed field studies could not

be measured with the interferometric method due to decorrelation between the images

near the rupture.  Even if it could have been, the dextral slip model parameterization is

not complex enough to account for all the possible near fault displacements.  There seems

to be little apparent correlation between the displacement patterns seen adjacent to the
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areas of detailed study in the vertical interferogram and the vertical displacements

measured in the field.  Exceptions to this are east-side down motion seen in the vertical

interferogram adjacent to the slip gap and possibly the 0.3 meters of vertical displacement

measured 2.5 km south of epicenter and 0.4 meters vertical 6 km north of epicenter

reported by [Hart et al., 1993] (although they do not indicate whether slip was west-side-

up or east-side-up).

4.7.2.  DID THE IRON RIDGE FAULT STOP THE RUPTURE?

The Landers earthquake rupture was modeled teleseismically as two events

[Kanamori et al.,  1992].  (The following description of the rupture is an interpretation of

Wald and Heaton, [1994], their Figure 4.16.)  The first slip event had a duration of 7

seconds beginning at the hypocenter on the Johnson Valley fault and ruptured northward

to the Kickapoo stepover where it nearly stopped.  During the following 4 seconds,

rupture on the Homestead Valley fault was diffuse.  Then, a second slip event originated

deep on the rupture plane just south of the stepover between the Homestead Valley fault

and the Emerson fault.  Here, slip grew towards the surface while the rupture stalled for 4

seconds in the stepover.  Finally, the rupture broke through the northern part of the

stepover and continued on shallower portions of the Emerson and Camp Rock faults.  At

the location of the intersection of the Iron Ridge fault and the main rupture, the dextral

slip model shows that slip was continuous in the 19-20 second time window and

discontinuous at the surface in the 20-21 second time window.  A small area near the

Earth's surface at the intersection of the Iron Ridge fault and the main rupture has less
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right-lateral slip than the surroundings while the slipping surface, as a whole, deepens

slightly to the northwest.  After this point, the rupture stops.

The Iron Ridge fault is here inferred to have broken 20-21 seconds after the

rupture initiation because of the discontinuity in slip at its intersection with the main

rupture within the 20-21 second time window [Wald and Heaton, 1994; their Figure

4.16].  When this happened, the Iron Ridge fault underwent both vertical and left-lateral

displacement irrecoverably accommodating some of the extensional strain propagating

through the block east of the rupture.  While the Iron Ridge fault may have played a role

in stopping the rupture by weakening the block to the east of it, other factors were

probably as or more important: on the northern Emerson and Camp Rock faults, the

rupture propagated in a weaker, shallower layer and its potency had diminished

considerably [Wald and Heaton, 1994; their Figure 4.16].

On the other hand, various lines of evidence indicate that not all of the

earthquake's rupture energy had been converted to displacement at the end of the main

rupture suggesting that if the rupture had more competent material on its tensional side, it

might have continued further.  Surface strain events to the north and west in the near-field

included triggered slip on the Calico fault [Hart et al., 1993; Price and Sandwell, 1998],

extensional deformation surrounding the Newberry Fractures [Unruh et al., 1994; Price

and Sandwell, 1998], and compressional deformation near the Barstow aftershock cluster

[Price and Sandwell, 1998] which is now believed to be coseismic since it does not have

any expression in an interferogram whose time span begins five days after the

earthquake.
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4.7.3.  A COMPARISON BETWEEN MODELED VERTICAL DISPLACEMENTS AND
             MODELED RIGHT-LATERAL SLIP

Static models of lateral dislocations that cut the surface of an elastic half-space

predict patterns of tensional and compressional strains in the material surrounding the

dislocations whose distributions depend on the geometry of and distribution of slip on the

cuts in the elastic material [Bilham and King, 1989].  Dynamic models of mode II crack

propagation in an elastic medium with a process zone at the crack tip predict

compressional and tensional stresses with axes oriented 20° away from and on opposite

sides of the propagating end [Scholz et al., 1993].  In the most simple case, the elastic

material surrounding a right-lateral dislocation on a cut striking north exhibits lobes of

tensional strain to the northeast and southwest and compressional strain to the northwest

and southeast.  Because elastic dislocation modeling predicts that the material

surrounding a fault that has slipped laterally undergoes vertical motions, it seems

probable that vertical slip may occur on a fault near locked sections or the ends of a fault

in response to lateral motions on it.

The pattern of up and down motion on the rupture inferred from the inverse model

is correlated with slip heterogeneities on the rupture plane.  Two major pairs of east-side-

up and east-side-down slip are inferred from model "c".  The first pair occurs on the

Johnson Valley Fault with the maximum east-side-up slip occurring in the same model

cell as the earthquake hypocenter.  The corresponding east-side-down slip is deep on the

Kickapoo stepover.  The second pair is probably completely on the Emerson/Camp Rock

segment of the model: The west-side-down slip is inferred to have occurred on the

Homestead Valley model segment but the Homestead Valley and Emerson/Camp Rock
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model segments are close together and there is no data between them to help constrain

which segment accommodated the vertical slip.  The maximum east-side-up slip is about

3 km north of the maximum dextral slip on the rupture and the east-side-down slip is

along the Emerson/Camp Rock segment outside of the stepover region.  The east-side-up

motion may be due to southeastward propagation of energy on the Emerson fault at the

stepover.  A third, weaker pair of east-side-up and east-side-down slip on the Homestead

Valley fault may or may not be significant.  This pair indicates east-side-up motion on the

Homestead Valley Fault at and south of the Kickapoo stepover changing to east-side-

down slip between the slip gap and the maximum in dextral slip on the main rupture.

4.7.4.  INTERPRETATION- TRANSIENT AND LONG TERM STRAIN FIELDS

Because vertical motions of the material surrounding the earthquake rupture

indicate regions of contraction and extension, their association with surface fractures, and

aftershocks can be used to interpret the local strain field induced by the earthquake.

Figure 4.14 shows just such an interpretation.  Arrows indicate the directions of

maximum tension and compression near maximums in uplift and subsidence.  Except for

the orientation of maximum extension near Troy Dry Lake inferred from the orientations

of the Newberry Fractures by Unruh et al., [1994], the azimuths of maximum tension and

compression are adopted from an inversion of slip on aftershock planes for the post-

earthquake stress field by Hauksson, [1994].

Near the main rupture, extensional and compressional lobes are associated with

the two earthquake sub-events.  Lobes of compression and extension are observed just

south of the earthquake epicenter indicated by the larger yellow star in Figure 4.14.  The
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extension on the west side of the rupture continues north to the Kickapoo stepover.  A

quadrupolar pattern of extension and compression on the Northern part of the rupture is

associated with the beginning of the large slip event on the stepover between the

Homestead Valley fault and the Emerson fault and its propagation to the end of the

rupture.  This quadrupolar pattern consists of uplift east of the stepover (Figure 4.6, label

C), subsidence west of the stepover, subsidence northeast of the end of the rupture, and

compression southwest of the tip of the rupture.

Close inspection of the fractures west of the end of the rupture indicate that

vertical motions were down to the inner concave sides of the curved fractures (Figure

4.14).  These vertical motions are opposite to what would be expected given the

topographic features in these areas indicating that normal and reverse faults associated

with long-term formation of ridges and valleys that, over the long term, accommodate

strain within a northwest-southeast directed extensional environment were subjected to a

transient compressional environment by the rupture.  For example, offsets across

fractures indicate that the block containing the northern Fry Mountains dropped down

and the valley between the Fry Mountains and the Ord Mountains lifted up.

If topography is an indicator of long-term strain, a comparison of topography with

vertical coseismic deformation can determine whether the vertical displacements were

typical of long-term deformation or were a result of the transient, local stress field

induced by the earthquake.  For example, a direct correlation was found between the

vertical motions on the Loma Prieta earthquake rupture and the uplifts of the Santa Cruz

Mountains and adjacent marine terraces [Valensise, 1994].  The profiles extracted from

the vertical interferogram and the DEM indicate that the relative vertical displacements
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Figure 4.14.  The interpretational map of vertical displacements and fractures.  The
blue lines indicate the locations of major faults mapped prior to the Landers
earthquake taken from a California fault database.  The green lines indicate the
locations of fractures mapped by Price and Sandwell, [1998].  The red line is the
rupture trace mapped by Sieh et al., [1993].  The yellow stars indicate the locations of
the Landers (the larger star) and Big Bear (the smaller star) epicenters.  Small white
circles indicate the epicenters of aftershocks that occurred between April 24 and
August 7, 1992 from the CNSS fault database with residuals less than .12 seconds.
Circles with dots and crosses in their middles indicate up and down vertical motions,
respectively.  Arrows indicate the directions of extension and compression.  The
direction of extension surrounding the Newberry Fractures is adopted from Unruh et
al., [1994].  The other directions of extension and compression are adapted from
Hauksson, [1994].
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east of the rupture are correlated with the relative topography along profiles J-J' and H-H'

which run parallel to the Johnson Valley and Homestead Valley faults (Figure 4.9).

However, the subsidence northeast of the end of the rupture along profile EC-EC' (Figure

4.9) occurs in a region surrounding the Rodman Mountains which are some of the highest

mountains near the end of the rupture.  This mismatch between vertical displacement and

elevation is further evident along the across-strike profile AS-AS' (Figure 4.8).    This

indicates that the vertical displacements that occurred on the end of the rupture were

induced by the local, transient stress field associated with the propagating rupture and are

not representative of long-term strain.

4.8.  CONCLUSIONS

Integration of InSAR and finite-fault elastic half-space modeling can be used to

measure the distribution of vertical displacement surrounding a major earthquake.  This

distribution can be inverted for vertical slip on the rupture plane and interpreted in the

framework of the earthquake dynamics and regional strain.  The distribution of vertical

slip on the Landers earthquake rupture, like the distribution of dextral slip, was

heterogeneous.  East-side-up/down pairs are associated with the two main slip events on

the rupture.  While the relative vertical displacements surrounding the southern part of

the rupture follow the relative topography, the relative vertical displacements surrounding

the northern part of the rupture are not correlated with the topography.  Rather than being

indicative of long-term incremental strain, the vertical displacements surrounding the end

of the rupture occurred in response to the local stress field induced by the earthquake.  A

realistic coseismic vertical slip distribution could be used as input to time-dependant
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models that describe other phases of the earthquake cycle, such as viscoelastic rebound,

to help constrain the contribution of the proposed mechanisms to the postseismic

deformation signal.
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Chapter 5

Postseismic Deformation Following the June 28, 1992 Landers, California,

Earthquake

5.1. INTRODUCTION

The Landers earthquake occurred on June 28, 1992 in California's Mojave Desert.

Summary descriptions of the rupture and the regional tectonics can be found in Chapters

3 and 4 of this dissertation.  During the months after the earthquake, the Earth's

lithosphere in the Mojave Desert region continued to deform at a rate that was higher

than the long-term strain rate which had been measured geodetically by Sauber et al.,

[1986] and inferred geologically by Dokka and Travis, [1990].  Total postseismic

displacements measured at GPS stations were 10-20% of the measured coseismic

displacements with 90% of the postseismic displacement occurring within the first six

months after the Landers mainshock [Bock et al., 1997].

A goal of studying postseismic deformation is to identify the mechanisms by

which the Earth’s lithosphere deforms following a major earthquake in order to gain

insight into its rheology and the processes involved in the earthquake cycle.  Various

workers have proposed a number of postseismic deformation mechanisms to describe the

spatial and temporal characteristics of geodetic data collected after the Landers

earthquake.  These mechanisms include deep afterslip [Shen et al., 1994; Savage and

Svarc, 1997; Bock et al., 1997], viscoelastic relaxation [Deng et al., 1998], poroelastic

relaxation [Peltzer et al., 1996], hydrothermal deformation [Wyatt et al., 1994], re-

equilibration of fluids in a highly fractured stratum [Wyatt et al., 1994], crustal
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anelasticity [Wyatt et al., 1994], and fault zone collapse [Massonnet et al., 1996; Savage

and Svarc, 1997].

In this study, radar line-of-sight (LOS) displacement maps (interferograms)

formed using images spanning 5-215 days, 40-355 days, and 355-1253 days after the

earthquake (Figure 5.1) are inverted for the amount of right-lateral slip on planes

approximating the rupture and its deep extension between 4 and 30 km of depth.  Because

displacements of the Earth's surface measured using GPS geodesy indicate postseismic

displacements at GPS stations in the same direction as the coseismic displacements [Shen

et al., 1994; Savage and Svarc, 1997; Bock et al., 1997], a significant portion of the

postseismic deformation has been inferred to be slip on the rupture plane or its down-dip

extension with the same sense as the coseismic slip.  The models derived from inverting

interferograms indicate that slip occurred within a zone 7.5-10 km deep causing an 80

km-wide displacement pattern that decayed remarkably within 40 days of the earthquake.

This inference of shallow slip agrees qualitatively with the conclusions of Shen et al.,

[1994] who invert for slip on both shallow (0-10 km depth range) and deep (10-30 km

depth range) patches finding that slip on the shallow patches is significant, and those of

Massonnet et al., [1996] whose best-fitting model describing a pattern of postseismic

deformation on the northern part of the rupture indicates right-lateral slip in the 6-11 km

depth range.

Attempting to measure postseismic deformation using InSAR pushes the method

to its limits [Massonnet et al., 1994].  The amplitude of the postseismic displacement

signal is much smaller than the amplitude of the coseismic displacement signal and is of

the magnitude of possible atmospheric delay.  Hence, a visual interpretation of the
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interferometric signal becomes important.  Variations in the interferograms near pre-

existing structures and the continuity of the displacement patterns can be used as

discriminative criteria.  Furthermore, inverting the interferometric displacement maps

using an afterslip models and comparing them with the model predictions can help us

gain insight into possible distributions of afterslip.

5.2. POSTSEISMIC DEFORMATION MECHANISMS

Although there are many possible mechanisms of postseismic deformation, three

of the most accepted are deep afterslip, viscoelastic relaxation, and poroelastic relaxation

(Figure 5.2).  During an earthquake, the shallow part of the Earth's crust breaks between

depths of 0 and 15 km.  The resulting strains cause time-dependant deformation of the

crust around the rupture.  Deep afterslip and viscoelastic relaxation are proposed to occur

in the lower crust between base of the earthquake rupture and the top of the moho

(between 15 and 28 km in the Mojave desert).  The major difference between the two

mechanisms is that deep afterslip is localized while viscoelastic relaxation is a bulk

deformation process.  Poroelastic relaxation occurs in the upper crust.

5.2.1.  DEEP AFTERSLIP

The fact that there was a significant horizontal component of displacement

measured at far-field GPS stations following the Landers earthquake indicates that deep

afterslip was a significant postseismic deformation mechanism [Shen et al., 1994; Savage

and Svarc, 1997; Bock et al., 1997].  However, models of postseismic deformation due to

deep afterslip indicate motion towards the satellite in a region to the west of the rupture
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which is not present in any of the interferograms [Peltzer et al., 1998].  A combination of

deep afterslip and a change in Poisson's ratio of the crust, due to pore fluid flow, in the

region surrounding the earthquake can reconcile InSAR observations with deep afterslip

theory [Peltzer et al., 1998].  However, the decay time of the afterslip signal inferred

from the 5-215 and 40-355 day interferograms by this study, about 40 days, is too short to

be due to poroelastic deformation which has a decay constant of 270 ± 45 days.

5.2.2.  VISCOELASTIC REBOUND

A viscoelastic mechanism may be used to model the postseismic deformation

[Deng et al., 1998].  Assuming that 0.7 meters of east-side down dip-slip coseismic

motion occurred on the Emerson and Camp Rock faults, Deng et al. argue that a

viscoelastic mechanism is the only one that can predict the fault-normal and vertical

motions measured by Savage and Svarc, [1997] along a linear GPS array normal to the

rupture south of the stepover between the Emerson and Camp Rock faults (the locations

of the GPS sites surveyed by Savage and Svarc are shown in Figure 5.3a).  They also

argue that certain features observed in the "combined" postseismic interferogram

presented by Massonnet et al., [1996] indicate viscous flow of the lower crust.  These

features are a linear ridge of towards the satellite motion to the east of the rupture and an

oval-shaped region of subsidence to the west of the rupture (e.g. Figure 5.3b).  However,

the interferometric signal that they model, assumed to be due to vertical displacement

only, is a combination of two interferograms spanning 5-1008 and 40-355 days after the

earthquake.  Therefor the deformation signal D in the combined interferogram is D =

D(5-40 days) + 2*D(40-355 days) + D(355-1008 days).  Thus the deformation between
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days 40 and 355 is weighted twice as much as the deformation in the other time periods.

The long-wavelength signal measured after day 40 may be viscoelastic but the signal in

the 5-215 day interferogram does not simply show the qualities described above that

indicate viscoelastic deformation.  For example, east of the rupture, there is uplift to the

north of the stepover between the Homestead Valley and Emerson faults and subsidence

to the south (Figure 5.3a) rather than a continuous "ridge" of uplift.

5.2.3.  FAULT ZONE COLLAPSE

A mechanism for postseismic deformation first proposed by Savage et al., [1994] is fault

zone collapse [Massonnet et al., 1996; Savage and Svarc, 1997].  This mechanism is

described by displacement normal to the rupture plane due to closing of cracks opened

during the earthquake in a fluid saturated rupture zone.  This mechanism is proposed by

Massonnet et al., [1996] to explain a variation in style of postseismic deformation in their

combined interferogram:  On the portion of the rupture north of the stepover between the

Homestead Valley and Emerson faults, the interferogram indicates dextral slip while on

the southern portion of the rupture, the interferometric signal can be modeled using fault-

normal displacement.  Such a mechanism could also account for the apparent

strengthening of the fault zone following the earthquake suggested by Li et al. , [1998] to

explain an increase in seismic velocity with time measured by repeated seismic surveys

after the earthquake.
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5.2.4.  PORE FLUID PRESSURE RE-EQUILIBRATION

Pore fluid pressure re-equilibration after an earthquake can cause poroelastic

deformation due to increased pressure gradients near extensional and compressional

rupture fault stepovers, coseismic hydraulic fracturing, and hydrothermal mechanisms.

In the first case, pore fluid flow due to pressure gradients in fault stepovers arising from

rapid coseismic deformations can cause deformation on a spatial scale of about 10 km

with a time constant due to exponential rate of decay of 270 ± 45 days [Peltzer et al.,

1996; Peltzer et al., 1998].  Coseismic hydraulic fracturing is proposed by Wyatt et al.,

[1994] to explain the discrepancy between strains measured at the laser strain meters and

the borehole tensor strain meter at the Piñon Flat Observatory (PFO).  This coseismic

fracturing could be caused by the pumping of fluids in an already highly fractured

stratum such as is present at the PFO.  The surface deformation measured in this case

should have a time constant of a few days.  A final possible pore fluid mechanism is a

hydrothermal one described by an expansion of rocks after contact with warming fluids

from below.  The strain due to this effect would be quite small [Wyatt et al., 1994] and

undetectable with anything but the most accurate of geodetic instruments (such as the

laser strain meters at the PFO).  This last mechanism is unlikely to account for any of the

Landers earthquake postseismic deformations measured.

5.3. DATA PROCESSING AND REDUCTION

The approach to processing the data in this study is similar to that outlined in

Chapter 3, Appendix A and Chapter 4 of this dissertation.  The SAR imagery (Table 5.1)
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was collected during the ERS-1 orbital phase C and the ERS-1/ERS-2 tandem mission

and is located in ERS track 399 and frame 2907.

First, an estimate of the topographic contribution to the phase was made using an

interferogram formed from images collected during the ERS-1/ERS-2 tandem mission

(Figure 5.1).  Then, this topographic phase is subtracted from interferograms spanning 5-

215, 40-355, and 355-1253 days after the earthquake.  Since 5 pairs of images from the

ERS-1/ERS-2 tandem mission were available (Table 5.1), the utility of stacking them to

form an estimate of topographic phase was investigated.  Stacking interferograms can

reduce atmospheric and orbital errors [Sandwell and Price, 1998].  However, it was

found that one of the interferograms had significantly less atmospheric noise than the

other four and that stacking only increased atmospheric phase anomalies.  Hence, only

one was used to estimate the topographic phase.  Combination of a large number of

images should improve the recovery of the topographic phase if the noise can be

averaged out [Sandwell, 1998].

Table 5.1.  InSAR pairs considered in this study from ERS track 399, frame 2907

                     Reference                                                         Repeat                     

Satellite: Orbit Acquisition Date Satellite: Orbit Acquisition Date

ERS1: 5053 Jul. 3, 1992 ERS1: 8059 Jan. 29, 1993
ERS1: 5554 Aug. 7, 1992 ERS1: 10063 Apr. 24, 1992
ERS1: 10063 Apr. 24, 1992 ERS1: 22932 Dec. 3, 1995

ERS1: 21930 Sep. 24, 1995 ERS2: 2257 Sep. 25, 1995
ERS1: 22431 Oct. 29, 1995 ERS2: 2758 Oct. 30, 1995
ERS1: 22932 Dec. 3, 1995 ERS2: 3259 Dec. 4, 1995
ERS1: 23433 Jan. 7, 1996 ERS2: 3760 Jan. 8, 1996
ERS1: 25437 May 26, 1996 ERS2: 5764 May 27, 1996
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After removing the topographic phase, we scaled the result by the radar's

wavelength to convert phase radians to millimeters.  An attempt to calibrate InSAR LOS

displacements with published GPS derived displacements [Savage and Svarc, 1997]

failed since the published GPS displacements were measured relative to site Sanh which

is near the rupture and hence should have a significant postseismic displacement of its

own.  Offsetting the LOS projected GPS horizontal displacements so that they are relative

to CGPS site Gold, far from the rupture, would increase their values by 25 mm while

offsetting them relative to Pin1, on the other side of the San Andreas fault from the

rupture, would increase their values by 34 mm.  Without reprocessing the GPS data, it is

difficult to ascertain what the absolute displacement should be.  Instead of using GPS

displacements, the InSAR LOS displacements were calibrated iteratively by first adding a

constant to each displacement map and then inverting it using a least-squares scheme to

find the smallest misfit as a function of the added constant (similar to the way the vertical

interferogram was calibrated in Chapter 4 of this dissertation).  The calibrated

interferograms are shown in Figures 5.3a, 5.3b, and 5.3c.

After forming the full resolution interferogram displacement maps (60 m pixel

spacing), the two-dimensional data were filtered and down-sampled to a 970 meter

resolution (63x58 = 3654 pixels) to enable their subsequent inversion.  The down-

sampled data retained both the long-wavelength elastic (or viscoelastic) signal and much

of the short-wavelength signal near the rupture due to faulting complexity, poroelastic

deformation, or fault-zone collapse.
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5.4.  MODELING METHOD

Linear least-squares inversions of the interferograms were performed in an

attempt to determine whether afterslip in an elastic half-space was a viable mechanism

for postseismic deformation, and, if so, to then determine the depth distribution and time

duration of the afterslip.  The same formulation as described in Chapter 4 of this

dissertation, Eqn. 4.4, was used:  the sum of the squares of the differences between the

model predictions and the InSAR displacement data was minimized.  A multitude of

different model parameterizations was studied and the one shown in Figure 5.4 gave the

best results.  This parameterization is a down-dip extension of a trace along the rupture

beginning near the southern terminus of the Johnson Valley fault north of the Pinto

Mountain fault and following the trace of the rupture on its easternmost side.  It is

interesting to note that the coseismic slip measured in the field was concentrated on the

Homestead Valley fault while the preferable model parameterization follows portions of

the Emerson fault, parallel to the Homestead Valley fault, that ruptured only slightly

during the earthquake.

The Green's functions relating a unit slip on each model patch to LOS

displacements at the Earth's surface (Eqn. 4.4, matrix A) were computed by placing a unit

slip on each model patch and solving for the displacement at the surface of an elastic

half-space using the RNGCHN software [Feigl and Dupre, 1999].  A minimal amount of

model smoothing was imposed using a Laplacian roughening filter (Eqn 4.4, matrix L).

The data values were assumed to be independently and identically distributed with a

variance of 1 cm estimated from data histograms (Figure 5.7a) and hence the covariance

matrix (Eqn. 4.4, matrix C) was assumed to be diagonal.
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5.5.  RESULTS

5.5.1.  INTERFEROMETRIC OBSERVATIONS

The portions of the unwrapped interferograms that were inverted are shown in

Figure 5.3.  The displacement maps surround the rupture trace.  Figure 5.3a is the

displacement map spanning 5 to 215 days after the earthquake, Figure 5.3b is the

displacement map spanning 40 to 355 days after the earthquake, and Figure 5.3c is the

displacement map spanning 355 to 1253 days after the earthquake.  An interesting feature

in both the day 5-215 and day 40-355 day displacement maps is the round region of uplift

near the location (UTM coordinate 510, 3802) of a magnitude 5.4 aftershock that

occurred on December 4, 1992 and was subsequently inverted  for the aftershock's focal

mechanism by Feigl et al., [1995].  Other interesting features in the displacement maps

are discontinuities associated with major faults.  For example, in the day 5-215

displacement map there appears to be some offset on the Calico fault and deformation on

the Iron Ridge fault is clear.

The first striking features of the day 5-215 interferogram are the towards-the-

satellite motion associated with extensional steps in the rupture and the away from the

satellite motion near compressional stepovers.  The ridge-like feature extending from the

Kickapoo stepover to the northern stepover between the Homestead Valley and Emerson

faults indicates uplift in a coseismic extensional region.  The away-from-the-satellite

motions near the stepover between the Emerson and the Camp Rock faults and the north-

trending fault splay just south of the intersection of the GPS array and the rupture

indicate subsidence in near-rupture coseismic compressional regions.  The position of

these regions of displacement near the rupture indicates that they do indeed represent
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movements of the ground and are not due to atmospheric delay.  These are the

deformations attributed to pore-fluid flow by Peltzer et al., [1998].

The second striking feature of the day 5-215 interferogram is the butterfly-shaped

region of away-from-the-satellite motion that extends throughout the displacement map.

This displacement pattern is here inferred to be due to shallow slip on the rupture plane

with a distribution as shown in Figure 5.5a.  A second deformation interferogram (not

shown here) formed from images collected on July 3, 1992 and December 25, 1992 (day

5-180) shows this same pattern.  Because of its low amplitude, it may represent an

atmospheric signal in the July 3, 1992 image.  However, it is more likely to represent the

long-wavelength signal due to dextral afterslip on the rupture plane as suggested by GPS

displacement data.  A third striking feature of this interferogram is the region of away

from the satellite motion in the Upper Johnson Valley.  It is interesting to note that the

higher amplitude portions of this signal follow fractures mapped by Price and Sandwell,

[1998].

The day 40-355 interferogram indicates that the towards-and away-from-the-

satellite motion in the Kickapoo stepover and the stepover between the Emerson and

Camp Rock faults, respectively, still have high amplitudes 40 days after the earthquake.

Away from the satellite motion in the Upper Johnson Valley is still apparent as well but

the amplitude is much reduced.  The butterfly-shaped deformation pattern is no longer

apparent.  This interferogram shows the displacement pattern indicative of viscoelastic

deformation as described by Deng et al., [1998]: namely, a slight ridge of relative uplift

to the east of the rupture and an oval-shaped region of away from the satellite

displacement west of the rupture.
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The day 355-1253 interferogram indicates virtually no deformation far from the

rupture.  However, uplift surrounding the Kickapoo stepover and the Johnson Valley fault

south of the stepover is still apparent.  Also, there is still some away from the satellite

motion in the Upper Johnson Valley but it is less than 15 mm in the LOS direction.

5.5.2.  MODELING RESULTS

5.5.2.1.  SLIP MODELS

The slip models corresponding to the displacement maps are shown in Figure

5.5a, Figure 5.5b, and Figure 5.5c.  The slipping surface is split up into 66 patches

extending from 4 km of depth to 30 km of depth (Figure 5.4).  The two shallow-most

layers are 3 km thick while the deeper layers are each 5 km thick.  This change in

thickness with depth is consistent with resolution analysis of geodetic inverse models that

commonly show decreased resolution with depth (e.g. Chapter 4, section 7.4).

The model corresponding to the day 5-215 interferogram indicates that afterslip

was concentrated within the layer between 7.5 and 10 km of depth.  As much as 3 meters

of afterslip may have occurred on the Johnson Valley fault near its intersection with the

Kickapoo stepover.  Slip is inferred to have been approximately 2.5 meters on the

Kickapoo stepover and decreased to the north.  No afterslip is inferred on the rupture

surface north of the northern stepover between the Homestead Valley and Emerson faults

during this time period.

The model corresponding to the day 40-355 interferogram indicates 1 meter of

slip on the Kickapoo and Emerson faults increasing to a little more than 1.5 meters south

of the northern stepover between the Homestead Valley and Emerson faults.  The model
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corresponding to day 355-1253 interferogram indicates very little slip on the rupture.

The nearly one meter of slip on the southern Johnson Valley fault results in displacement

at the surface that is believed to be atmospheric noise (the region of apparent subsidence

to the northeast of the Kickapoo stepover).  This model, which should produce virtually

no slip, is indicative of the level of error in the model slips: approximately 1 meter.

5.5.2.2.  FORWARD PREDICTIONS

The predictions of the model corresponding to the day 5-215 interferogram

(Figure 5.6a) indicate subsidence on both sides of the fault and minimal uplift near the

along-strike locations of uplift thought to be due to pore-fluid flow.  The predictions of

the model corresponding to the day 40-355 interferogram (Figure 5.6b) indicate

subsidence to the northwest of the rupture corresponding to the subsidence in the Upper

Johnson Valley.  The predictions of the model corresponding to the day 355-1253

interferogram (Figure 5.6c) indicate very little surface displacement: the largest signal is

associated with atmospheric noise to the east of the Kickapoo stepover.

5.5.2.3.  VARIANCE REDUCTION

Histograms of the LOS displacement values (Figure 5.7a) indicate that the modal

displacement tends towards zero as time goes on.  This trend can not be due to the

temporal sampling frequency since the time duration spanned by the successive

interferograms increases (210 days, 315 days, 898 days).  The variance of the

distributions is one centimeter for the first two interferograms and 6 millimeters for the

last interferogram.  Histograms of the residuals (Figure 5.7b) computed by subtracting the
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model predictions from the data indicate that the modeling moved the centers of the

distributions to zero but did not reduce the variance about the mean.  This is illustrative

of the fact that the InSAR method is being pushed to its typical artifact level.

5.5.2.4.  MOMENT ANALYSIS

Model moments were computing using Eqn. 4.5.  The moment computed for the

day 5-215 model is 8.2x1018 N-m.  The moment computed for the day 40-355 model is

4x1018 N-m.  The moment computed for the day 355-1253 model is 1.3x1018 N-m. The

moment of each model is within an order of magnitude of the moment estimated from the

aftershocks that occurred within 6 months of the earthquake which is 2x1018 N-m [Shen

et al., 1994].  The moment estimated from the InSAR inversions is clearly larger than the

moment estimated from aftershocks.  This indicates a significant aseismic release of

strain in 7.5-10 km depth layer.

5.6 DISCUSSION

5.6.1.  COMPARISON OF LOS DISPLACEMENTS WITH GPS HORIZONTAL
           DISPLACEMENTS

Measured LOS displacements and model predicted displacements extracted from

each deformation interferogram along a profile connecting GPS sites are shown above the

LOS projected horizontal GPS displacements published by Savage and Svarc, [1997] in

Figure 5.8.  The amplitude of the LOS displacement signal along the profile extracted

from the 5-215 day interferogram is 2 cm, the amplitude of the LOS displacement signal

along the profile extracted from the 40-355 day interferogram is 1.3 cm, and the
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amplitude of the LOS displacement signal extracted from the 355-1253 day interferogram

is 0.95 cm.  The amplitude of the LOS displacement signal due to horizontal motions as

indicated by the GPS displacements measured over a period of 2 weeks to 3.5 years after

the earthquake is approximately 2.5 cm.  If we use an 84-day time constant and

exponential decay of the amplitude, 84% of the deformation should have occurred

between days 14 and 1277, 86% of the deformation should have occurred between days 5

and 215, 60% of the deformation should have occurred between days 40 and 355 and 1%

of the deformation should have occurred between days 355 and 1253.  Because the

amplitude of the signal in the day 5-215 interferogram is similar, within a standard

deviation, to the amplitude of the LOS-projected horizontal signal, a significant

component of the signal in the interferogram must be due to horizontal motions.

If the postseismic displacement amplitude followed an exponential rate of decay

with a time constant equal to 84 days (e.g. Savage and Svarc, [1997]), the ratio of

displacement amplitudes in the consecutive interferograms should be 1.43:1:0.02.  If the

time constant was 270 days, the ratio of amplitudes in the consecutive interferograms

should be 0.89:1:0.44.  The amplitude ratios are 1.54:1:0.73.  The ratio between the

amplitudes extracted from the day 5-215 and day 40-355 interferograms agrees well with

the 84-day time constant.  However, the ratio between the amplitudes extracted from the

day 40-355 and day 355-1253 interferograms agrees well with the 273 day time constant.

This last comparison is not entirely conclusive since the signal in the day 355-1253

interferogram is below the level of the expected error.  However, the analysis indicates

that relaxation with an 80-day time constant was the dominant mechanism contributing to
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the signal in the first two interferograms while relaxation with a 273-day time constant

was the dominant mechanism contributing to the signal in the last two interferograms.

5.6.2.  POSTSEISMIC DEFORMATION MECHANISMS

The four possible mechanisms for postseismic deformation that could cause

significant displacements near the rupture measurable by InSAR are poroelastic [Peltzer

et al., 1998], viscoelastic [Deng et al., 1998], afterslip [Shen et al., 1994; Savage and

Svarc, 1997], and fault zone collapse or strengthening [Massonnet et al., 1996; Li et al.,

1998].  The decay of the amplitude of deformation due to each of these mechanisms and

the wavelength of the expected displacement pattern is different.  For instance, if the

deformation mechanism is assumed to be aseismic afterslip on the main rupture surface, a

long-wavelength postseismic signal that has 10-20% of the magnitude of the coseismic

signal with a decay constant of about 46 days is expected; if the deformation mechanism

is poroelastic (decay constant on the order of 9 months) or shallow slip on secondary

structures, small-scale deformation patterns are expected.

The three interferograms analyzed in this study indicate that a variety of

postseismic deformation mechanisms may contribute to the displacement signal.  The

non-existence of the signal inferred here to be due to afterslip within the seismogenic

zone in the interferograms spanning 40-355 and 355-1253 days after the earthquake

indicates that the time duration of this phenomenon was less than 40 days.  The

displacement signal due to apparent viscoelastic rebound is strong in the 40-355 day

interferogram but is not obvious in the others.  The displacement signal due to near-
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rupture poroelastic deformation or fault-zone collapse is clear in the day 5-215 and day

40-355 interferograms.

This analysis indicates that afterslip in the seismogenic zone was a significant

contributor to the surface displacement field within 40 days after the earthquake.

Viscoelastic deformation as a response to the large load imposed by an earthquake of

Landers' magnitude is likely to have occurred during the entire postseismic period.  Also,

since the near-fault short-wavelength LOS displacement signals are apparent in each

interferogram, poroelastic and fault-zone collapse deformation mechanisms are important

contributors.

The likely importance of all these deformation mechanisms suggests a systems

analysis of the postseismic deformation phenomena.  However, before such thing can be

done, the behavior of models describing each mechanism must be studied.  The

viscoelastic code of Deng et al., [1998] is a significant step in this direction.  However, it

is difficult to ascertain the time duration of the viscoelastic signal attributed to

deformation observed in an interferogram that is a combination of two interferograms

spanning overlapping time periods.  The conceptual poroelastic model of Peltzer et al.,

[1998] makes sense but a more detailed analysis of its application to long-wavelength

deformation signals which are combined with possible viscoelastic, afterslip, or fault-

zone collapse signals ought to be performed.

5.7.  CONCLUSIONS

A butterfly-shaped deformation pattern in an interferogram formed from images

collected 5 and 215 days after the Landers earthquake is due to afterslip on the faults that
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ruptured during the earthquake between 7.5 and 10 km of depth.  Inverting three

interferograms spanning time periods after the earthquake pushes the method to its

typical error level: the deformation signal is nearly the same size as possible atmospheric

delay errors.  In spite of this, consistently similar deformation patterns observed in

consecutive interferograms indicate a multitude of postseismic deformation.  The

contribution of each of these phenomena to the observed displacement pattern can be

inferred from the wavelength, pattern, and temporal decay of the displacement

amplitudes.  While a decay constant for viscoelastic deformation is not available in the

literature, a comparison of InSAR measurements to decay constants expected from

afterslip (creep) and poroelastic mechanisms indicates that the substantial contribution of

each of these mechanisms to the deformation signal was different in consecutive

interferograms.
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Chapter 6

Conclusions

In this dissertation InSAR is used to map crustal deformations associated with the

1992 Landers, California earthquake.  The technical approach is described in Chapter 2

and the appendices of Chapter 3.  Applications are discussed in Chapters 3,4, and 5.

While the Landers earthquake has been widely studied using a variety of geophysical

tools, we push the limits of the InSAR method to examine small-scale deformations as

well as vertical and postseismic displacements.

6.1.  CONCLUSIONS TO CHAPTER 3

The gradient of the interferometric phase can be computed directly from the real

and imaginary parts of the complex interferogram and is not subject to phase unwrapping

errors.  Using the phase gradient method, we were able to map the locations of secondary

fractures and triggered slip on major faults due to the Landers earthquake.  Some of these

observations are new.  For instance, other workers had not noticed the fractures we

mapped in the Upper Johnson Valley.  If the senses of offset on the secondary fractures

can be interpreted, they can be used to infer the directions of maximum strain at the

Earth's surface induced by the earthquake.
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6.2.  CONCLUSIONS TO CHAPTER 4

We inferred the distribution of vertical slip on the rupture using a combination of

InSAR measurements and finite-fault elastic half-space modeling.  It is possible that there

was 0.7 meters of dip-slip on the end of the Landers earthquake rupture but the locking

depth was approximately 7.5 ± 1 km.  There are two east-side up-down pairs of vertical

slip associated with the two main earthquake strike-slip events.  A map of vertical

displacements was used to interpret the fractures mapped in Chapter 3.  This map of

vertical displacements is difficult to obtain with any method other than InSAR.  For

example, the error in the vertical component of GPS displacement measurements is often

larger than the vertical displacement measurement itself.

6.3.  CONCLUSIONS TO CHAPTER 5

A butterfly-shaped long-wavelength displacement pattern in the interferogram

spanning 5-215 days after the Landers earthquake may be due to after-slip in the 7.5-10

km depth range.  This pattern decays quickly within the first 40 days after the earthquake.

The effects of a viscoelastic rebound mechanism may dominate the displacement pattern

in the 40-355 day interferogram.  A number of deformation mechanisms most likely

contribute to the postseismic surface displacement signal including afterslip, pore-fluid

re-equilibration, and viscoelastic rebound.




