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SI MULATION OF | CE-COVER GROMH AND DECAY IN ONE DI MENSI ON
ON THE UPPER ST. LAWRENCE RI VER*

Gordon M G eene

A series of nodels are presented for simulating the growth and
decay of channel ice in one dimension on the upper St. Law ence
River. By assuming sinplified boundary conditions and a linear tem
perature gradient in the ice layer, | have been able to treat the
theory of ice growth analytically, producing the first group of
nodels. A less abstract approach was taken in the construction of

a determnistic surface energy balance nodel. This nodel sinulates
the relevant energy fluxes at the upper and |ower boundaries of the
snow i ce cover on the river. In addition, the nodel sinulates the

diffusion of heat through the ice layer, permtting the absorption
of shortwave radiation within the ice and the use of a model tine

step of less than 24 h.

A general description of ice gromh and decay is given for the
reach of the river between the Mses-Saunders Power Dam at Cornwal |,
Ont., and Lake Ontario. Sinulation sites in both slow noving and
faster reaches of the river are discussed. Over the winter of 1975-
76, the analytic nodel produced results well correlated with
observed ice thickness during growh. During decay, the results
simulated in a slow noving reach are nuch closer to observed thick-
ness than are those sinulated in a faster reach.

The energy bal ance nodel sinulates a nmaximum ice thickness
that is 75 percent of the observed thickness. In addition, the
si nul at ed naxi mum t hi ckness occurs 2 weeks later than the observed
maxi mum  These shortcom ngs appear to be caused by nodel node geo-
metry and by the absence of turbulent heat transfer between the ice
and the river. The nodel does sinulate ice-cover breakup within the
period when breakup was observed to occur. Sensitivity analysis of
the nmodel suggests that the sinulated results are mest sensitive to
variations in air tenperature, water tenperature, and net radiation.
Ther nodynam ¢ processes appear to be sufficient to produce breakup
wi thout the additional simulation of mechanical forces.

L. | NTRCDUCT! ON

The decay and destruction of a river ice cover is a conplex process
i nvol ving mechanical and thermal energy transfer between the ice, the water,
and the atnosphere. One measure of the level of understanding of this inter-
action is the degree to which the various processes can be sinulated or
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nodel ed.  The purpose of this paper is to describe the structure and applica-

tion of nodels designed to sinulate the growh and decay of a highly abstract,
one-di mensi onal ice cover formed on the St. Lawence River. In particular

the study site is found on the international section of the river, running for
169 km between Lake Ontario and Cornwall, Ont.

The goal of sinulation modeling is the accurate representation of conplex
events, such as the decay of an ice cover. Once one has constructed a nodel
that adequately mmcs past events, the nodel can be used to extend the sinu-
| ated processes into the future. The only restriction as to how far into the
future the nodel can accurately predict is the degree to which realistic in-
put variables can be forecast.

There are a nunber of reasons why the ability to predict ice decay rates
is inportant for the St. Lawence River. Despite its role as a mgjor trans-
portation corridor, the river is unusable for up to 4 nonths of the year. An
accurate projection of the river's opening date is inportant because of the
econom ¢ bhenefits of advance planning. For instance, ships from European
ports nmust time their departure so as to arrive at the St. Lawence River as
soon as possible after the river is open for passage.

The second major economc function of the river is to generate elec-
tricity. Athough maximum flow is desirable for power production at the
Mbses- Saunders Power Dam (located just upstream of Cornwall), the river flow
must be controlled during the decay period to help ensure an orderly breakup
A Dbetter prediction of breakup would lead to more accurate planning of power
generation

Two basic approaches are possible when attenpting to predict events. The
first approach is statistical, extrapolating from past records to predict
future events. For exanple, if accunulated degree-days are found to be well
correlated with the date of breakup, observers would only need to forecast one
variable, air tenperature, to assign a probability to the projected date of
breakup.  Such an approach, however, masks understanding of the various pro-
cesses at work in a decaying ice cover. In addition, the statistical approach
assunes stationarity for neteorological and hydrological conditions over tine.
Recent work by Assel (1980) concerning trends in winter severity over the
Geat Lakes points out the fallacy of this assunption.

Theoretical nodels, on the other hand, integrate understanding of all
rel evant processes such that the nmodels simulate both the internediate steps
and the eventual outcomes. The theoretical nodels described in this work
coupl e the conponents of surface energy flux, the turbulent heat flux from the
river water, and the processes of heat transfer within the snow and ice
| ayers.  These models then sinulate changes in ice-cover thickness and tem
peratures at fixed time intervals.

The advantage of such a model over the statistical approach is that one
can test the nodel to discern those processes that have the most influence on
the timng and nagnitude of ice growth and decay. Prediction then beconmes a
matter of forecasting only the nost influential variables, not because they
correlate best with events, but because they have the nost power to explain
future events.



Before continuing, it is necessary to understand the various ways the
word "breakup" is used in this study. In general, "breakup" has been used to
refer to both the set of processes causing the destruction of an ice cover and
to the time period over which those processes are occurring (Marshall, 1978).
To reduce anbiguity, this report uses "breakup" to refer to the processes of
nmelting, crystal structure deterioration, and the mechanical destruction
caused by the action of winds and currents. The phrase "breakup period"
refers to the time interval over which these processes are active. In
general, the phrase spans the time from maxinum ice thickness to the conplete
absence of ice in the river.

Qualifications are necessary, however, to keep the notion of breakup
period meaningful. In the climte of the St. Lawence region, it is possible
to get md-winter thaws and storns that break up the ice cover tenporarily.
Only the last of these periods in the spring is considered to be the breakup
period

The first date on which the river channel is conpletely ice-free is
termed the "breakup date," ending the breakup period. It nust be noted,
however, that ice in the bays and shoreline areas can be found nore than 3
weeks after the channel ice is gone fromthe river channel. Because of the
transportation enphasis of this study, the breakup date will only be defined
by the absence of channel ice. In addition, the nodel breakup date will be
defined as the date on which the nodel ice thickness is reduced to 0 cm

There are many characteristics of river ice that obscure the processes
under study and hence the ability to nodel ice decay. As described by Ashton
(1978):

Mich of the understanding of river ice that we presently have is
based on the assunption that river ice occurs in a steady or
quasi -steady state. This is far fromthe case. Instead, it
woul d be nost accurate to summarize river ice processes as a
series of steady states that exist between short periods of
intense activity and change. These short periods, while nost
significant in establishing the next steady state, are also the
most difficult to observe, analyze, predict, or otherwse
under st and.

As a result of this uncertainty, breakup dates for rivers tend to be nore
variable fromyear to year than do those for |ake or sea ice under the sanme
climatic conditions (Bilello, 1980). River ice breakup is comonly described
as the result of two sets of processes. The first set brings about changes in
the ice cover itself, either by nelting or by reducing the strength of the
ice. The second set are the products of increased flow on the ice cover,

i.e., the process of the ice being swept downstream In order to adequately
predict the beginning of mechanical breakup, therefore, one would need to
monitor four determinant influences (Shulyakovskii, 1966): the state of the
ice cover before nelt begins, the input of heat and radiation to the ice
cover, stream flow forces, and the resistance of the shores to ice drift



Unlike nost rivers, however, the upper St. Lawence has a nunber of
characteristics that help to maintain quasi-steady-state conditions on the
river. The source of water for the river is a large, deep reservoir, which
cools very slowy in autum and warms slowly in spring. The tenperatures
of the water flowing into the St. Lawence, therefore, are nuch nore stable
than one would find in a river with extensive headwaters and tributaries.
Additionally, the relative proportion of flow contributed by tributary streans
and rivers is small, ranging from1 to 4 percent of the flow measured at
Cornwal | .

The nost significant influence on breakup characteristics, however, is
the St. Lawence Seaway Power Project at Massena, N.Y. The operation of the
power dam at this site controls the outflow of the upper St. Lawence and can
be used to a certain extent to attenuate the forces of breakup.

Wiile a large body of literature exists concerning Arctic and sub-Arctic
rivers, little work has been done to analyze the ice cover of large rivers in
the tenperate zone. Bilello (1980), for exanple, has surveyed the growth and
decay patterns of 16 Canadian and Alaskan rivers. Only sites north of 50°N
latitude were chosen, however, to avoid rivers with md-wnter thaw and
refreezing cycles. Mchel (1973) and WIllians (1970) have also described pat-
terns of decay in Canadian rivers, but avoided regulated rivers, such as the
St. Lawence. An exanple of Russian work is that by Antonov et al. (1973},
classifying Siberian rivers into four types based on breakup characteristics.

Despite geographical differences, however, descriptions of the processes
at work in decaying ice are applicable to the St. Lawence. In this area of
study, the literature is extensive. Ashton's work on heat transfer to river
ice (1973, 1978) is primarily theoretical, concentrating on the fluid dynamcs
beneath the ice sheet. Qhers, such as Weks and Dingman (1973}, M chel
(1971), and Pivovarov (1973) have concentrated on the thermal processes that
shape the ice cover. Mechanical properties of river ice relevant to breakup
anal ysis are described by Korenlkov (1970) and Bulatov (1973).

For ice on the St. Lawence River itself, detailed year-to-year infor-
mation on ice conditions and river operations is contained in the Navigation
Season Extension Studies published by the St. Lawence Seaway Authority, a
Canadi an organi zation under the Marine Transportation Authority. Their
published reports start with the 1972-73 winter season and extend to the
present.  The nost conprehensive description of ice conditions and types on
the St. Lawence River is contained in Mrshall (1978).

The inportance of transportation on the river has stinulated a large
nunber of studies of heat loss fromthe river as the water cools to the ice
point. The usual approach of these studies is to conpute a total heat loss
coefficient that, when applied to estimated travel tines and air - water tem
perature differences, nost accurately reflects the observed tenperature drop
This work was initiated by Barnes (1906) and revitalized by Kerry (1946).
Since then, a nunber of studies have attenpted to refine the nethods. Ince
and Ashe (1964) used enpirical relationships between air tenperature and the
heat budget conponents to conpute total heat loss for the river over tine.
Dingman et al. (1967, 1968) used a nore theoretical approach to conpute the



heat budget terns in order to study how increased river water tenperatures
could maintain ice-free stretches of the river. Wtherspoon and Poulin (1970)
used the same approach except that they defined a cooling coefficient to
determne heat |oss.

The energy bal ance nodel described in this paper extends this approach by
continuing to conpute the relevant heat fluxes after ice has formed. The
magni tude and direction of the total flux then controls the rate of growth and
decay. Sinilar approaches have been used by Maykut and Untersteiner (1969)
for sea ice and by Anderson (1976) for a snow pack.

The nodel used for this study is derived froma surface energy bal ance
simul ation described by Qutcalt and Carlson (1975). Their nodel was al so
applied in a nodified formto sinulate the thernmal structure of Lake Ohrid,
Yugosl avia (Qutcalt and Alen, 1980).

2, THEORETI CAL  CONSI DERATI ONS OF | CE- COVER GROMH AND DECAY

In order to discuss the theory of ice-cover growth and decay, it is help-
ful to examne a diagram of the systemthat controls the transfer of heat
fromthe river water through the ice and snow layers to the air. Figure 1
shows four layers extending fromthe river water to a height above the river
surface where neteorol ogi cal observations are made. In between are the ice
| ayer and the snow | ayer.

Such a representation of the river ice systeminplies that a nunber of
assunptions have been made about the fluxes of mass and energy. The prinmary
assunption is that the ice cover is already in place. This report does not
consi der the significant issue of how ice initially forms, either fromthe
energy balance viewpoint of forecasters (e.g., Adams, 1976) or from detailed
study of frazil ice formation (e.g., Carstens, 1970; Michel, 1971).

Each layer is considered to be a homogenous material wth uniform
properties. Al mass and energy fluxes are considered only in the vertica
direction. Energy is assuned to be absorbed at idealized boundaries, which are
flat and have no thickness. The transfer of heat fromthe ice to the snow is
conti nuous.

Changes in nmass are possible at either the upper or the [ower surface of
the system At the snow surface, snowfall can occur, as well as the nelting
of snow and ice. At the |ower boundary, ice growth and thaw will occur. Al
forcing neteorol ogical variables, such as air and water tenperatures used to
conpute surface energy fluxes, change in uniform discrete time steps. The
thi ckness and structure of the ice cover is such that snow ice never fornms.

It is assumed that no frazil ice collects at the bottomof the ice |ayer
and that the tenperature at the ice/water interface, T ,is equal to 0°c. Al
water tenperatures are considered to be hompgeneous becBuse of turbul ent
mxing of the flow, except for a 5-cm boundary |ayer at the bottom of the ice
cover. No geothernmal heat flux fromthe river bed is considered
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FI GURE 1.--Vertieal section through river ice showing energy fluxes.

The discussion of applicable theory has been divided into five sections:
a discussion of heat flux within the snow and ice layers, energy bal ance at

the ice/water boundary,
and ice decay.

energy balance at the snow air boundary,

ice growth,

2.1 Heat Conduction in the Ice and Snow Cover

Vertical heat flow in sinplified,
by two equati ons.
wher e

homogenous materials can be summarized

The first is the common defining equation for heat flux,



dT

Q= K5 - (1)
K is thermal conductivity (W m~1 °cly, Tis temperature (°C), and Z
is depth (m).
Secondly, one can describe the change in heat flux with depth as
Q. (2)

dz dt

where Cis thermal heat capacity (J w3 oclyand t is tine (s). By substi -
tution, and with the assunption that thermal conductivity is not a function of
depth, the general heat conduction equation in one dimension can be witten

ar _xdr (3

KdT
dt C d22

Both nunerical and anal ytical approaches can be used to solve equations
(1) and (2). For ease of solution, common anal ytical nethods assune periodic
or step functions for the upper thermal boundary conditions and frequently
enploy linear thermal gradients with no heat flux divergence. In this work
only discrete step boundary conditions are considered. Wile the follow ng
section describes the finite difference numerical method used in the nodel
this section considers the application of analytical solutions to the river
I ce system

Under equilibrium conditions, when no flux divergence is taking place
the tenperature gradient through the ice layer is constant. Equation (1) can
be rewitten as

K, (T -T)
= —32—5, ()

1

where Tg and T, are the tenperatures ("C) at the top and bottom of the ice
| ayer, respectively.

As will be discussed, however, there are a nunber of reasons why it is
desirable to allow flux divergence within the ice. In nature, shortwave
radiation absorbed within the ice cover functions as an internal heat source.
In this case, the governing heat conduction equation becomes



K K -z
T "¢ 2 Ve Qw (1-md)e ™, (5)

where k is the bulk extinction coefficient (ml), Ais surface al bedo, and
Qgw 1S the shortwave radiation incident on the surface (Wao2).  The right-
hand term thus produces heat flux divergence because the val ue decreases as
a function of depth.

2.2 Energy Balance at the |ce/Water Boundary

In figure 1 it can be see" that there are two energy fluxes at the
i ce/water boundary: the flux of heat fromthe mater to the ice, Qv (W m” 2),
and the flux of heat within the ice cover, Q; (W m2). These two fluxes are
related by the change in ice thickness

dZi

Qi = Q = pih g > (6)

where p; is ice density (kg n3), and A is the latent heat of fusion (J kg~l).
Unlike turbulent transfer in the air, the transfer of heat beneath the ice
cover has received little attention. As a first approxinmation, one can reason

that heat transfer is primarily a function of the tenperature difference be-
tween the ice and the water

Qu = hi (TW_ Tm): (7)

where hy; is an enpirical turbulent transfer coefficient (W o2 °c™}) and Twis
the river water tenperature.

Ashton (1979) gives a" enpirical derivation of hy based on a description
of turbulent transfer in closed conduits. The basic %orn1of the equation

relates the rate of transfer to the Reynolds and Prandtl numbers

= B Re ""Pr "’ (8)

where B is a" experinentally derived coefficient and Ris the hydraulic
radius (m. By conputing expected values of the Reynolds and Prandt|l nunbers
at 0°C and letting the hydraulic radius, R equal half the water depth, Zw
(M, Ashton (1979) describes h; as a function of water speed and depth
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One limtation to this transfer coefficient is that the conduit walls are
assunmed to be snooth. Especially in spring when water tenperatures rise,
ripples formon the underside of the ice. transverse to the direction of flow.
Under these conditions, B; may need to be increased by as nuch as 50 percent
in order for equation (8) to correctly describe the rate of nelt.

2.3 Energy Bal ance at the Snow Air Boundary

Energy balance at the snow air interface must be considered under two con-
ditions, with and wthout phase change. Wen no phase change is occurring, Tg
i s assumed to be less that 0°C. During spring melt, the upper snow |ayer or
the upper surface of the ice is nelting and T is fixed at 0°C.  Considering the
first case, one can assune that the flux of heat to the surface from bel ow nust
equal the flux of heat |eaving the snow surface under equilibriumconditions

Qs = ~Q¢ . (10)
Q¢ (W m~2) is the sumof the relevant fluxes as defined by
Qe = Qrnl + q’] + Q]_e ’ (11)

where Qyn1 IS the net longwave radiation flux (shortwave radiation is
absorbed internally), Gh is sensible heat flux to the air, and Qe is latent
heat fl ux.

In discussing all fluxes, this paper follows the convention that any flux
away fromthe surface in either an upward or downward direction is negative
The relevant equations for conputing the net radiation flux and the turbul ent
transfer of sensible and latent heat are outlined bel ow.

2.3.1 Net Radiation

Net radiation is the steady-state balance of inconing to outgoing
longwave radi ation.

Qrn1 = Qr1 — €0 (Tgl4 (12)

where Q.1 i s the atnospheric longwave radiation (Wu™2), e is surface emis-
sivity, and ¢ is the Stefan-Boltzmann constant.



The description of atmospheric radiation from surface neasurenments
has remai ned a problemin microclimatology. Wile it is generally accepted
that clear sky values can be described as a function of air tenperature
and water vapor near the ground's surface, these relationships are not
valid under cloudy conditions since the cloud base acts as a full radiator.
The generalized nethod of allowing for cloud cover (Sellers, 1965) is
based on

Qr1 = Qry (1 + an®). (13)
clear sky

In this relationship, "a" is the fraction of sky covered with clouds and "a"

Is a constant that allows for the decrease in cloud base tenperature wth
i ncreasing cloud height.

But because cl oud base hei ght or even cloud type is not comonly
available for many sites, another nethod of adjusting for cloud presence nust
be used. The nethod used here is based on the Anderson-Baker formulation
(1967), which was devel oped from and tested at a nunber of sites across the
United States.

5 Qsw .2

- es0"7) - 0.485 E] @G’ (14

Qe1 = [o(T)" = [(110.6 + 5.41(e,"" Qve

The formul ation of the above relationship is begun with the clear sky longwave

radiation as a function of screen level air tenperature (I,), water vapor
pressure in the air (e, ), and ground |evel water vapor pressure (eg). A

station-specific adjustment term E a function of the long term relationship
between air tenperature at the surface and at one level in the upper atnos-
phere, is then applied. Finally, the ratio of observed shortwave radiation,
Qeyws to the potential clear sky shortwave radiation, Qgue, is applied as a
factor, decreasing the clear sky longwave radiation val ue.

At the one site in northeastern United States where observed atnospheric
longwave radiation data are available (Lebanon, N H), Anderson and Baker
(1967) found a correlation coefficient of 0.92 between observed and estinated
dai |y longwave radiation over a 6-nonth winter period. Gve" the fact that
shortwave radiation data are also needed for the surface energy bal ance nodel
and in the absence of specific cloud data, this Anderson-Baker nethod is used
here as a first approximation. Geene (1981) describes the equations used in
conputing the solar geonetry and atnospheric attenuation that define clear sky
shortwave radiation, Qgye-

2.3.2 Turbul ent Transfer

A discussion of turbulent heat transfer to the air in the most rigorous
formis outside the scope of this report. Excellent reviews are provided by

10



Ander son (1976), Dyer (1974), and Mal e and Granger (1978). Instead, this sec-
tion concentrates on the determnation of turbulent fluxes when only one |eve

of meteorol ogi cal observation is available.

The basic equations for the vertical transfer of nonentum (1), sensible
heat (Qn), and latent heat (Qpe) are expressed as

du
T = palm 37 (15)
dT
Qn = _PanDh daz (16)
d
Qre = —Pally E% (17)

The D values are eddy diffusivities that can be considered anal ogous to nolec-
ular diffusivities.

If these equations are integrated between z, (m; the height at which
wind speed, air tenperature, and water vapor observations are made; and Z, (m,

the aerodynam c roughness length, the transfer equations becone

t = paCpul (18)
Qh = -panChU(Ta - TS) (19)
Qle = —ParCyU(a, — 4g) (20)

The C values are dimensionless nunbers called bulk transfer coefficients
Note that, although z, is sone distance above the surface where wi nd speed
becones zero, the tenperature and noisture conditions at Z, are assumed to be

the same as at the surface

Under conditions of neutral stability over uniform surfaces, profiles can
be described by a logarithmc decay curve

U=-—1nz——. (21)

11



By substitution it can be shown that

(vK)” . (22)

Equation (21) suggests that the value of a transfer coefficient is a

function of the shape of the wind profile, which in turn is a function of
atnospheric stability. Qinn (1979) has described an extension of the bulk

transfer coefficient t” different stability conditions by reeval uating
equation (21) along the lines first described by Businger et al. (1971).

_ = w lay _
u = K (1 (%) ¢1) (23)

Using a simlar line of reasoning,

T, - Tg = T* (In (22) - 4,) | (24)
where T* is a scaling tenperature defined by

Q
. 1. h
T = -(W)(—#patp) . (25)

The ¢ terms are derived as functions of a stability ratio, Z/L, where L
i s the Monin-Obukhov | ength. Four stability classes are considered

unst abl e Z/L < 0,
neut ral ZL =0,
stabl e 0<ZL<1, and
strongly stable ZIL > 1.

By substituting the right-hand side of equation (19) into equation (25),
substituting for T* in equation (24), and solving for C,, a stability correc-
ted bulk transfer coefficient can be found

12



*
Gy = o (26)

U(1n(-§-§—) = b))

By assuming that the transport mechanisns for sensible and |atent heat are
simlar, equation (26) is also valid for Cg.

Most of the experinmental studies that have been used for validating the
¢ functions have been perforned over bare ground or short vegetation. Few
studies have exam ned their use over snow or ice, where one would frequently
expect strongly stable conditions.

Anderson (1976) describes a surface energy bal ance nodel that does
incorporate stability corrected turbulent flux relationships into a snow nelt
nodel.  Wile the nmodel closely mmcs observed snow melt, the |ack of
observed turbulent fluxes prevents real validation.

Wrking in a prairie environnent, Mile and Ganger (1978) have conpared
various methods of determning turbulent transfer over smow wth measured
fluxes. They found that the bulk transfer coefficient method can cause errors
when conputing flux val ues over nelting snow surfaces. One explanation of the
error IS that radiant heating of the air close to the snow pack creates a
tenperature maxinum a few centineters above the surface rather than at the
surface. The effect of such a shift would reverse the direction of the com
puted turbulent flux. Such an effect does not seemcritical in the St.

Law ence River area because most of the melt of the upper layer takes place
when the air tenperature is greater than the assumed surface nelt tenperature
of 0°C

A more serious conclusion from Ml e and G anger, however, is that the
bulk transfer equation may overestimate evaporation. They present some evi-
dence suggesting that the transfer nechanisms for latent and sensible heat
over Nelting snow are not equival ent as was assuned.

An approach sinpler than the analytical determnation of each of the tur-
bul ent fluxes has often been used in energy balance sinmulations (e.g., Ince
and Ashe, 1964; W therspoon and Poulin, 1970). Basically, @, the heat
| eaving the surface, is considered to be a function of the tenperature dif-
ference between the air and the water surface in a relation anal ogous to
equation (7)

Qe = hy (Tg - Ty) (27)

WIlians (1963) has best described the advantages and limtations of such an

approach. He points nut that the equation allows for heat transfer by convec-
tion and by net longwave radiation. However, neither shortwave radiation nor
evaporation are direct functions of the air - surface tenperature difference.

It can be correctly applied only in those cases where the shortwave radiation
net gain and evaporative loss are equal in magnitude.

13



2.4 lce Gowth

Analytically, it is difficult to describe ice growh under all but the
nost sinplified conditions. A common set of boundary conditions is that air
tenperature is equal to the surface tenperature (Ch = 0 W 2) and does not
vary with time. Turbulent transfer between the river water and ice is
negl ected and the snow layer is not present. substituting T, for Tg and
substituting equation (4) into equation (6),

dZi B Ki (TlIl - Ta) (28)
ST Zq
Integration over time |eads to the classic Stefan sol ution.
K, 1 ¢ 1
2i = (—?%  [[ (Ty - Tp) dt]? (29)
pih o
Note that this equation has the form
z1 = F ()2, (30)

where § is the accumul ated freezing degree-days.

The effect of a snow layer is to decrease the rate of growth. Using the
sane boundary conditions and assunming that heat flux through the ice is equal
to the flux through the snow | ayer,

dz (T - Ta)
pi)\ dt = Zi ZS . (31)
G K
After integration
K 2K K
t+l = t 4 Lgy2 . _1g1/2_ e 1 32
Zq [(zyt + R s) o3 ] (3 + X, Zg) | (32)
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where “t "and "t + 1" refer to the time interval. By using equation (27), one
can al l ow convective transfer to take place fromthe snowice layer. The case
wi thout a snow |ayer is

N Clzi =(Tm _ Ta) 13
Pi dt Zi 1 ‘ ( )
—_— 4 —
Ky h,

Wth a snow | ayer, equation (31) becomnes

dz (T T)
i _ m - a
pi?\. dt bi,,+ o . 1 . (34)
K & éa
2.5 I ce Decay

As discussed in the introductory section, use of the word "breakup"
inplies large-scale destructive processes. However, Michel (1971) points out
that two different sets of processes are occurring at different rates. The
first set includes the slow processes of weakening and nelting of the ice
cover. For these processes the tinme scale is in days and weeks, with events
occurring prinmarily in the vertical dinension through the snow ice cover. The
second set of processes results in the cracking of the ice cover into floes
and their movement downstream In this case, critical events occur over time
scales in mnutes and days and nust be considered in all three dimensions over
| arge reaches of the river at any one tinme.

As will be discussed in the chapter describing nodel applications, the
second set of processes are not particularly relevant to the St. Lawence
Ri ver above Cornwal |l ow ng to the volunme and regul ation characteristics of the
flow In this reach, breakup is largely a function of ice deterioration, with
thermal effects playing a large role (Marshall, 1978, 1979); therefore, dis-
cussion of ice decay will focus on the processes that weaken ice in one dimen-
sion. This includes snow nelt, nelting at the top and bottom of the ice
| ayer, absorption of shortwave radiation within the ice, and precipitation
effects.

The theory of snow nelt is conplex owi ng te the coupled flows of water,
wat er vapor, and energy and the correspondi ng chaﬁge in the physical proper-
ties of the smow pack (Yen, 1969; Dybig, 1977). th increasing radiation
absorption and air tenperature in spring, the snow surface warns to 0°C,
at which point phase change can take place. Equation (10) becones
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dZ

Q + Q = Psh gy (35)

Melt water produced at the surface infiltrates the snow pack, warmng the
| ayer to the freezing point as the melt water refreezes. Once the snow pack
is isothermal, additional ablation |owers the snow surface. Equation (35)
al so applies to the upper ice surface once this snow layer is melted.

Spring rains also have a considerable effect on upper surface nelt, even
though the thernmal effects in one dimension of a given rainfall are mnimal
For exanple, 2.5 cmof rain with an average tenperature of 10°C contains
enough heat to nelt 0.9 cmof snow initially at -5°C.  The same rain falling
on the ice sheet could nelt 0.3 cmof ice initially at -5°C.  On the other
hand, rainfall causes considerable changes in the snow and ice-cover texture
which in turn speed up other processes of decay. Among these are increased
snow density, cracking due to the additional weight on the ice cover, and a
decrease in albedo due to the ponding of water. In addition, the con-
centration of water flow on an irregular surface creates channels and sink
holes in the ice surface (Marshall, 1978).

Melting also occurs at the bottom of the ice layer. [In using equation (6)
so far, the effects of Q4 turbulent transfer between the water and the ice
have been ignored. Wile g, is usually nmuch smaller than Q; during the
ice growth period (Ashton, 1973), its effect is significant once water tem
perature starts to rise. Ashton (1973) has devel oped an integrated form of
equation (6), with the boundary condition that maxi numice thickness, Zpaxs
occurs at time 0. Solving for the tinme interval

i S

At = _pih(zi - Zmax) _ kipih(TmZ_ Ts) 1" ki(Tmz_ TS) . (36)
Q (Qw) 1 - ___EE_Eff__
Ki(Tm - TS)

By specifying the time interval of interest, it is possible to use
nurerical nethods to find an approximate solution for Z that represents the
ice thickness after a given period of bottom nelt caused by turbul ent
transfer. As noted above, ripples are commonly formed on the underside of the
ice, perpendicular tothe flow, which considerably alters the magnitude of

turbul ent transfer (Ashton, 1978).

As shown in equation (5), all shortwave radiation not reflected at the
surface is assumed to penetrate the ice cover. Wile a nunber of studies have
affirmed that the attenuation can be adequately described by Beer's |aw
(Maykut and Untersteiner, 1971; Maguire, 1975), the vertical heterogeneity in
river ice would preclude the use of a bulk extinction coefficient assunmed
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to be constant with depth (Shishokin, 1969). Beer's law is used in the sur-
face energy balance nodel as a method of roughly describing the decrease in
radiation absorption with depth, but it should not be construed as physical

reality. In this work, the law is expressed as

0 = Qg (1. - A) e ¥ (37)

Qbservation of ice candling in spring clearly shows that radiation is
absorbed along crystal boundaries, producing weakly bonded colums of ice per-
pendicular to the ice cover, with water along these crystal boundaries (Michel
and Ramseier, 1970). After sufficient weakening, a thick layer of ice can be
shattered by a sharp blow, such as by a floating ice floe.

Bulatov (1973) has attenpted to quantify this decrease in strength. He
suggests that the strength of ice at a given cross section is proportional to
the relative area of solid phase

=Y -1, - X, (38)

where X is the relative area occupied by a liquid. SIGis the nelting ice
cover breaking stress, and siGo is the breaking stress at 0°C without the

effect of the absorbed radiation. Bulatov also describes this ratio as a

function of absorbed radiation

1 - x= (1. - GE/2 2

STO ’ (39)

where ST is the anount of heat absorbed et a given depth and STO i s the heat
equivalent of the ice if melted. He has found a range of 6.7 x 10/ to 23.0 x
107 J w3 for STO but uses 1.84 x 108 J m™3 as an average representative of
the nean conposition of reservoir and river ice

3. SI MULATI ON MODELS OF |1 CE GROATH AND DECAY

Two simulation models were constructed to simulate the growth and decay
of the ice cover on the St. Lawence River. The first is a detailed surface
energy bal ance nodel that first conputes energy transfer at the ice/air boun-
dary and then adjusts the thermal profile within the ice layer. The second
model conbines the degree-day growth represented by equation (34) with the ice
nelt caused by rising water tenperature, as shown in equation (36). The
application of both nodels to a site on the St. Lawence is discussed in the
next section. This section discusses the construction and operation of each
of the nodels.
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3.1 Surface Energy Bal ance Mdel

This nodel is based on the energy balance relationship described by
equation (11). The principle feature of such a model is that it couples pro-
cesses occurring both in the air above the ice and in the water below the ice
with energy transfer within the snowice layers. Unlike the sinplified analy-
tic solutions discussed in the theory section, this nodel permts finite dif-
ference solutions to the transfer of heat within the snowice layer. Ice
thi ckness as such is never the variable to be evaluated. Rather, a sinple
check of the sinulated tenperature at each conputation node determ nes whether
that node exists in the ice phase or not. Figure 2 shows the one-di nensional
structure assumed for the nodel operation. Conputation node LICE is con-
sidered to be fixed, while LSNOW LBOT, and LFI X change in accordance wth
snowfall, ice growh, and nelting, respectively. The height, Z, of the
net eor ol ogi cal observations is considered as fixed, a valid assunption as |ong
as Zg is small conpared to z;. Features of this nodel include the fact that
it allows for a wide range of atnospheric stability. In addition, it allows a
non-linear tenperature gradient to evolve in the ice and permts shortwave
radiation to be absorbed internally rather than at the surface

The particular tenperature diffusion method used allows a |arge range of
time intervals and conputation node geonetries to be used within the nodel
The choice of a daily time step and 2-cm conputation node spacing was
suggest ed by the maxi numice cover observed, the availability of input data
and the projected use of the nodel for breakup forecasts

Input data needed for the nodel can be divided into three groups: ini-
tial conditions, forcing meteorol ogical paranmeters, and physical constants
The nodel starts on a given day with a known ice and snow | ayer thickness.
Al conmputation nodes at or above LICE (or LSNOW depending on the presence of
snow) are assigned the first day's air tenperature, and all nodes bel ow LBOT
are assigned the observed water tenperature. The tenperature at LBOT is 0°C,
and all ice layer tenperatures are interpolated between the surface tem
perature and 0°C.

In order for the nmodel to operate, one nust supply mean daily val ues of
wind speed, air tenperature, dew point tenperature, water tenperature, and
total daily incident shortwave radiation. The first three variables are
neasured at one height, a known distance above the surface. Mdel operation
assumes that each variable is constant over a 24-h period, with an instan-
taneous change to the next day's value. To justify equation (i1), one nust
assume that an equilibrium surface tenperature also exists for each day's con-
dition and al so undergoes instantaneous change to a new steady state the next
day. In comstrast, it is not necessary for tenperature profiles in the
snow i ce |ayer to come to equilibrium each day. The section on nodel sen-
sitivity discusses the relative inpact of each of these variables on node
operation

Table 1 lists the physical constants enployed in the nodel. Some oOf
these "comstants™ can show a considerable range of values in nature.
Therefore, sensitivity of the nodel to variations in von Karman's constant,
aerodynam ¢ roughness |ength, and albedo are also considered
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TABLE I.--Physical congtantsused in the simulation models
Synbol Definition units
AT Model time interval 8.64 x 10 s
AZ Di stance between nodel computation

nodes 2 cm
E Station adjustment to equation (13) 33. (Bol senga, 1967)
DUST Dust content of the atnosphere 1. particles eml
o Stefan-Boltzmann coOnstant 5.67 x 1078 w w2 k™4
vk von Karman CONStant 0.41 (Dyer, 1974)
A Snow al bedo 0.85 (Bol senga, 1977)
Aj | ce al bedo 0.55 (Bol senga, 1977)
k Shortwave radiation bulk extinction

coef fici ent 2.0 m~1 (Shishokin, 1969)
Za Height of meteorol ogi cal observations 10 w
Zo Aerodynami ¢ roughness |ength of snow 7.0 x 1074 n (Michel, 1971)
0s Snow density 350 kg w3
Ky Vter thermal conductivity

(Sel lers, 1965) 5.74 x 1072 W™t °¢ct
Ky Ice thermal conductivity

(Sellers, 1965) 2.18 Wn~t °c™!
K, Air thermal conductivity

(Sellers, 1965) 2.51 x 1072 Wnl °¢7L
Kg Snow thermal conductivity

(Yen, 1969) 2.68 x 1071 Wmt °¢cl
a Thermal diffusivity of snow 3.81 x 1077 n? 571 (Yen, 1969)
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Model output includes simulated surface tenperature, net radiation flux
turbulent fluxes, sensible heat flux with the snowice layer, snow thickness
ice thickness, and the tenperature at each of the nodel nodes in the snow and
ice |ayers.

3.1.1 Main Program (1)

The program GERIV simulates river ice growth and decay using the surface
energy bal ance approach. The main program outlined in figure 3, is com
paratively sinple, leaving the bulk of the conputations to the subroutines
show' in figure 4 and described below. ~Wthin the main program there are
essentially three steps, which are repeated for each sinulated day. Once the
initial conditions are described, these steps are: 1) read in the forcing
met eorol ogi cal data, then 2) solve for the equilibrium surface tenperature by
a call on SEARCH, and finally, 3) adjust the tenperature profile in the
snow ice layer. The rationale behind steps 2) and 3) need more discussion

before individual descriptions of each subroutine. In the equations used to
describe the fluxes inpinging on the snowice surface, all variables except
Tg» the surface tenperature, are provided or could be derived. It is possible,

however, to use nunmerical methods to find the one tenperature value that would
enabl e equation (11) to sumto zero.

START

{

READ in forcing meteorological variables ¢—

$

COMPUTE surface equilibrium temperature (SEARCH)

+

COMPUTE new thermal profile in ice and snow (TEVOL)

{

RECOMPUTE ice thickness
+

LAST PERIOD OF SIMULATION? —_— NO ———/———

1
YES

+
END

FI QURE 3.--Energy balanece model structure.
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SEARCH (1) TEVOL (If)

SL FLUX +—» SECANT SNOMLT TRIMP H COND
(1A {IB) (10) (11A) (1B)
VAPORA VAPORI RADZ TURB LONGRAD
(1AiD (1AD (1AiiD (IAIV) (1Av)
BB VAPORA SPATH SOL TRAP
{|Ava} (LAii) {lAvc) (1Avd) (l1Ave)

FIGURE 4.--Structure of subroutines within energy balance model.

The surface tenperature is then used as an upper boundary condition
necessary for the numerical solution of equation (3). Wth the upper boundary
fixed by Ts and the lower boundary fixed by the known water tenperature
beneath the ice, it is possible to sinulate the flow of heat through the snow
and ice leading to growth or decay.

3.1.2 Subroutine SEARCH (1A

This subroutine keeps track of changes in the snow | ayer depth and
controls the search for the surface equilibrium tenperature (Tg). First a
high and then a low estimate is made of the surface tenperature. Wth each
estimate, a call is made on SLFLUX to conpute the four energy bal ance
conponents.  Their algebraic sum BAL, is used with subroutine SECANT to
make the next estimate for surface tenperature. Once BAL falls within an
acceptabl e range of 0 Wx2, the last estimate becomes the daily equilibrium
surface tenperature. If Ts is greater than O C but a snow |ayer exists,

Ts is set equal to 0°C.  Another call is made on SLFLUX, and SNOMLT is called

to determne how nuch ablation could take place.
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3.1.3 Subroutine SECANT (IB)

This subroutine is based on a nunerical nethod for solving a set of equa-
tions transcendental in one variable (Beckett and Hurt, 1967), tenperature in
this case. If f(T) equals BAL, the residual sum of the four energy balance
fluxes in equation (11), then a new estimate for the tenperature can be found
by

Ty = Tl = (((Tpo1 = Tpe2)*E(Tao1))/(E(Tp=1) = £(Tp-2)), (40)

where n is the iteration nunber. This T, is returned to SEARCH and then sent
. to SLFLUX

3.1.4 Subroutine SNOWLT (10

When the sinulated equilibriumsurface tenperature is greater than 0°C,
nelt can take place. T is reset to 0°C and heat exchanged by conduction,
Qg» IS assuned to be 0 We™2. The heat flux now available for nelting is found
by restating equation (11) as

FLUXIN = RN + H + LE (41)

The heat flux needed to bring each |ayer, Dz, of the snow pack to 0°Cis com
puted as

HCOUNT = (T(LSNOW - T(L))*DZ*SNOCAP, (42)

where SNOCAP is the thermal heat capacity of the snow.

HCOUNT for each layer is then conpared to FLUXIN, starting at the top of
the snow pack. When FLUXIK iS no |onger |arger than HCOUNT for a layer, the
|l oop is ended, and the remaining FLUXIN iS saved as RMDR, to be added to the
right side of equation (11) at the next iteration, with a new set of forcing
net eorol ogi cal values. If surplus flux is available for nelting during a
given tinme step (MELT = 1), the anount renoved by ablation, ABLA is conputed

as

ABLA = FLUXIN/{LH*SNODEN), (43)

where LH is the latent heat of fusion and SNCDEN is the snow density.
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3.1.5 Subroutines TEVOL (I1) and TRIMP (I1A) and Function HCOND (IIB)

The diffusion of heat through the snowice layer is based on a fully
inplicit solution to equation (3) described by Qutcalt and Carison (1975). In
finite-difference form the equation becones

t+1 t ot t t t
= (Tt + Ty_; - 2T7), (44)
1 1 2 1+1 1-1 1
(82)

where superscript t refers to time and subscript 1 refers to conputation node.
If the Fourier nmodulus, F, is defined as

aAt

F o= 5 (45)
(AZ)
the above equation becones
t+l _ _t t t
T1 = FT 4 + (1 - 2F)T; + FTy ., . (46)

In this explicit form the nodel is unstable with an F greater than 0.5 since

that makes the central termin the above equation negative. The inplicit
solution of Qutcalt and Carlson (1975), however, reverses tine and obtains a

stable solution in the following form

t _ t+l t+1 t+1
T, = -FT ] + (1 + 2F)T, - FT 41 » (47)

Variables needed to conpute the diffusion of heat are

T(L) tenperature at each node
Z(L) di stance of each node from the upper reference
surface
DT time step.
In addition, the locations of the interfaces LBOT, LZ LSURF, and LEQ shown in
figure 2, are needed. Internediate values supplied or conputed wthin TEVOL
are
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A, xw, X

CON

CAP

FU

FB
A(L),B(L),C(L),D(L)

d

LF

HK(I)

thermal diffusivity

volume fractions of air, water, and ice
respectively

thermal conductivity

vol unetric heat capacity

upper Fourier nodul us

| ower Fourier nodul us

vectors for the diffusion subroutine TR MP

enpirical paraneter used to define the shape
of the tenperature-heat capacity curve

| atent heat of fusion

volume fraction thermal conductivity.

The first step in TEVOL is to define the thermal diffusivity at each com
putation node. For the water and snow layers, this value is assigned. But
both volumetric heat capacity and thermal conductivity are functions of the
amount of water present when freezing takes place, and therefore diffusivity
nust be derived for the ice layer. For heat capacity

XW = EXP(CI*T(L))*(l. - XA) (48)

(1. - xWw - XA) (49)

CAP = XW + 0.48%XI + (LF*C1*XW) (50)

Thermal conductivity, CON, is then conmputed within function HCOND as a func-
tion of the individual volume fraction thermal conductivities from equations
nmodi fied by Outcalt (1977) from Philip and DeVries (1957).

[

S(I)*X(I)Y*HK(I)

[
—_
o1
—
~

H

S(I)*X(I)

LS LV [ [ N O]

[y
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where (X(1), I=1,3) represents the volune fractions of air, water, and ice.
The shape factor, S(1), is defined as

S(I)

- éX(I)/HK(I)) . (52)
L (X(I)/HK(I))
I=1
Therefore, when phase change is taking place,
DI F = COV CAP. (53)
Restating equation (45), we now have

F = (DIF*DT)/(zN)? | (54)

where 2N is the conputation node spacing. The F values for each node are then
used to fill the vectors sent to TRIMP, where the inplicit method described by
Outcalt and Carlson (1975) solves for T(L)

A(L) = L) = -F (55)
B(L) = 1. + 2F (56)
D(L) = T(L). (57)

One problem that occurs with a time step as large as 1 day is that the
abrupt changes in the meteorol ogical variables fromday to day can force tem
peratures in the ice to appear to skip the interval between 0°C and -1°C,
where phase change effects are nost pronounced. If this skip seens to occur,
the diffusivity is not decreased by the tenporary increase in heat capacity,
and thus ice growth is abnormally fast. The use of O in the conputation of
XWas a function of tenperature extends the region where water still exists to
a point around -2.0°C.

3.1.6 Subroutine SLFLUX (1A)

This subroutine and its subsidiaries compute the four surface energy
bal ance conponents of equation (11). In addition, when the snow | ayer has
been nelted it calls RADZ, conputing the rise in tenperature at each com
putation node caused by the absorption of shortwave radiation. Qg is the only
flux actually conputed within SLFLUX. The other fluxes are conmputed within
TURB and LONGRAD.
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3.1.7 Functions VAPORL (IAi) and VAPORA (IAii)

These functions conpute the saturation vapor pressure (in mb) for a given
tenperature at the snowice surface and in the air, respectively. The formla
used is based on a polynom al expression derived by Lowe (1977). Conpared to
the standard Goff-Gatch fornulations, Lowe's nethod is accurate, yet requires
much |ess conputational tine.

3.1.8 Subroutine RADZ (IAiii)

This subroutine supplies the right-hand term of equation (5), conputing
the rise in tenperature caused by shortwave radiation absorption, TRAD.

TRAD = RSN*(XK/C)*EXP(~XK*ZR) (58)

The selection of an appropriate bulk extinction coefficient (XK) is
a difficult problem for two reasons. One is the high sensitivity of TRAD
to this term Secondly, few studies exist that report values for XK In
this case, values were chosen from Maguire (1975), even though he only
measured radiation attenuation between 400 and 700 nm in ice on the Qtawa
River.

3.1.9 Subroutine TURB (IAiv)

This subroutine uses the nethod described by Quinn (1979) to allow for
atnospheric stability effects when conputing Gh and Qpe- An initial guess
is made for both the friction velocity, USTAR, and the Monin-Obukov |ength,
XL. These are then used to derive the ¢ factors, which in turn conpute new
values for USTAR and XL. A nunerical iteration is nade in order to converge
conputed ¢ values, stopping when the change becones less than 0.1 percent.
The final USTAR is then used to conpute the bulk transfer coefficient, Cy, as
described by equation (26). FEquations (19) and (20) then conpute Qh and Qje»
respectively.

3.1.10 Subrouti ne LONGRAD (IAv) and Function BB (IAvi)

This subroutine conputes net longwave radiation from mean daily val ues
of air tenperature, noisture content, and the sinulated surface tenperature.
Longwave radiation received fromthe sky hem sphere is conputed wth equation
(13) from Anderson and Baker (1967). The value for E, the station adjustnent
factor, is taken from Bolsenga (1967). In order to adjust for the effect of
cloud cover, it is also necessary to conpute the ratio of received shortwave
radiation, Qg, to potential shortwave radiation, Qgyc- Instantaneous values
at hourly intervals of Qg are conputed by subroutines SPATH and SCL. These
in turn are integrated into potential daily total by subroutine TRAP.
Function BB conputes the blackbody radiation at the sinulated surface tem
perature with the Stefan-Boltzman rel ationship.
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3.1.11 Subroutine TRAP

This subroutine is a nunerical nethod for integration by the trapa~
zoidal rule. The code was taken directly from Beckett and Hurt (1967).

3.1.12 Subroutines SPATH and SOL

These subroutines are used to conpute the potential shortwave radiation
received at the ice surface. SPATH Dbased on Sellers (1965), conputes the
solar geonetry at a given tine. SCL first conputes radiation received at a
surface "outside" the atmosphere and then adjusts for atmospheric attenuation
by absorption and scattering. The algorithm for attenuation is best described
in Outcalt and Carlson (1975). Note that hem spheric shortwave radiation,

HEM includes both diffuse radiation and sinmulated backscattering from the
i ce surface.

3.2 Analytical Mdels of Gowh and Decay

In addition to the surface energy balance nodel, three analytical nodels
of ice growth and one nmodel of ice nelt were used to sinulate ice processes on
the St. Lawrence River. Program DEGD (listed in appendix C) contains the ice
growth algorithns, and program MELT (listed in appendix D) sinulates ice
abl ati on.

Wthin DEGD, HTOTL i s the maxinmum possible ice growh as conputed from
the integration of equation (28). The tenperature at the bottom of the ice
slab, T,, is constant at 0°C and the upper surface tenperature i s equival ent
to the daily nean air tenperature. Freezing degree-days (DD2) were only accu-
nmul ated usually once actual ice growth had begun, in early January, rather
than in md-Novenber, when nean daily air tenperatures below 0°C first
occurred.

Using the same assunption as equation (28) but allowing a snow |ayer to
accunul ate, the nodel also conputes HTOT5. Since equation (32) is only valid
for constant snow layer thickness, the nodel integrates step-wise, so that the
daily difference of air tenperature and 0°c, DELT, is used in place of S. H5
represents the incremental growth for that day.

As discussed above, it is also analytically possible to allow for tur-
bulent transfer fromthe ice surface, so that the surface tenperature is no
| onger set equal to the air tenperature. Such an approach requires the use of
a transfer coefficient. Intuitively, such a coefficient would seemto be a
function of wind speed and ice thickness. As a first approximation, however,
a constant value of 11.6 Wm2 °c™} was applied (WIlians, 1963). This
equation (34) was conputed within DEGD in finite difference form Each day's
increnental growth was conputed as

(0. - Ta) At (59)
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so that
HTOT4 = z; + AZ4 (60)

Program MELT is based on Ashton's (1973) integration of equation (6) as
described by equation (36). Note that no snow | ayer is present and that T, is
presumed equal to Tg- Q IS conputed from equations (9) and (7), where B;
takes on the value 1622 Wm2.6 s9-8 °¢c™l (ashton, 1979).

The above equation nust be solved for that Z; that brings the right-hand
side of the equation equal to the time interval. Wile the secant algorithm
al ready described could be used, a sinpler approach was chosen. Small incre-
ments of NI, the initial ice thickness, were subtracted from Nl and then
substituted into equation (36). Once the right-hand side came within an
acceptable range of the tine interval, N was redefined by the successful
choice for thickness.

Data requirements for all four of these nodels are extremely sinple. For
the growh nodels, nmean daily air tenperature is the only required input data
Physical constants are supplied internally. The only specification of initial
conditions is the day when ice growh started

In the analytic nelt nodel, mean daily air and water tenperatures are
used. One specifies a water depth and current speed beneath the ice. This
speed is assumed constant over the simulation tinme period. In addition, the
model requires the maximum ice thickness and the date of its occurrence
Table 2 conpares the relative needs and products of models GERIV, DEGD, and
MELT.

3.3 Conparison of the Mdels

The energy balance and analytic nodels differ in three areas. The

primary difference is that the energy bal ance nodel does not assume a |inear
temperature gradient through the ice. The tenperature diffusion scheme used
allows for the absorption of shortwave radiation in the ice cover.

A second difference is that the operation of the energy balance nodel is
continuous; that is, nelting begins at the tine of simulated maximmice
thi ckness and not at the observed maximum

Finally, the nodels differ in the boundary fluxes they incorporate. The
energy balance nodel incorporates all surface fluxes but conduction only be-
tween the ice and the water beneath. The analytic growh models excluded all
turbulent fluxes at both the upper and |ower boundaries. The analytic melt
nnd?l includes turbulent transfer at the |ower boundary but none at the upper
surface
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TABLE Z. --Conparison of model requirements and products

Model s | nput data Initial conditions Qut put

GRIV Tgp> Ta» Twr Us Qsy Thi ckness of initial | ce thickness,
cover, date of initial energy bal ance
cover fluxes, snow and

ice tenperature

DEGD T, Date to start accum- I ce thickness
ulating degree-days

MELT Tas Ty Maxi mum ice thickness, I ce thickness
date of maxinumice
thi ckness

4. APPLI CATION OF THE SI MULATION MODELS

As discussed in the introduction, the energy balance and analytic nodels
described were designed to be used on the St. Lawence River, specifically on
the international section stretching between Cornwall and Lake Ontario.

Figure 5 shows the form of this section of the river, the principal towns, and
significant seaway structures. The upper reaches of the river between
Kingston, Ont., and Chippewa Bay are broad and filled with hundreds of

islands. The river then narrows down to a 65-km stretch extending as far as
Waddington, N.Y. Below this stretch, the river broadens into Lake St.
Lawence, created by the Mses-Saunders Power Dam just upstream from Cornwal | .

It is inportant to differentiate between the St. Lawence River and the
St. Lawrence Seaway. Wile the river is the entire stretch of water just
described, the seaway is a system of man-nmade |ocks, canals, ice boons, the
Iroquois control dam and the Mses-Saunders Power Dam that allows the river
to be used for commerical transportation. This work, except for ice boom
installation, was conpleted in 1958, considerably altering the hydrology of
the river. Qperation of the seaway during its first winter denonstrated the
necessity of installing ice boons to further stabilize the ice cover in order
to decrease the amount of frazil generated in the river. Booms were sub-
sequently designed and used as part of the seaway operation.
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Prior to the conpletion of the Mses-Saunders Dam the gradient of the
river was much steeper than its present value. Starting at Lake Ontario, the
river decreased in height very slowy until a sudden 3-m drop at the down-
stream end of Galop Island. Fromthere, the river dropped another 25 m on its
way to Cornwal .

As a consequence of these gradient changes, the ice structure on the St.
Lawence was nuch different than one finds currently. In early winter a
natural ice bridge would form stretching between Prescott, Ont., on the
north bank and Qgdensburg, N. Y., on the south bank. The relatively flat
upper river water would freeze over behind this bridge. In the steep section
bel ow this area, considerable frazil ice "as produced because the water "as
kept open by the rapids below Galop Island. This frazil tended to collect and
jam near Cornwall, leading to spring floods (Acres American, Inc., 1978).

4.1 Current lce Conditions

This section discusses the ice patterns currently characteristic of
the upper St. Lawence River, both along its length and in cross sections.
This information is derived from field observations, exam nation of aerial
phot ographs, and reports by Mrshall (1978, 1979).

In general, freeze-up on the St. Lawence proceeds from the downstream
reaches up toward Lake Ontario. In an average winter, the upstream advance of
the ice cover from Mntreal to Lake St. Lawence takes 3-4 weeks, yet takes
only 2-10 days to cover a conparable distance from Lake St. Lawence to Lake
Ontario. In a mld winter, freeze-up is usually conplete by early February,
in an average winter by md-January, and in the most Ssevere cases, by late
Decenber .

Looking at the river in cross section, one can discuss a nunber of stages
inthe formation of ice. The shallow bays, occurring either naturally or at
the margins of the |akes created by the seaway, are the first areas to freeze.
Wth little or no water current, ice forms in a way anal ogous to |ake ice.
This shallow water cover is in place roughly 30 days before the channel sec-
tions are ice covered. Ice thickness at the river margins is likely to be as
nmuch as 20-30 percent greater than that found in mid-channel. The proportion
of lake ice to snow ice in a given vertical section also changes as one noves
from shore areas to md-channel. The percentage of snow ice is greater close
to shore because of flooding though the hinge cracks at the edge of the ice
cover.

In the channel areas, ice-cover formation is different from the processes
found near shore. Frazil and slush gradually agglomerate into ice floes over
a period of weeks. These floes initially collect at the borders of the bay
ice or in places where the flow is constricted. As the areal density
increases, they congeal into a solid ice cover, with a thickness ranging from
4 to 15 cm

Secondary ice growth in the channel then occurs beneath the primry |ayer
over a 5-7-week period. In addition, snow saturated by rain or by river
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water rising through stress cracks freezes and forms snow ice. But even
during the nost severe winters, the deep-channel portion of the river is not
conpletely ice covered. There are nmany regions where open water pools remain
owng to the upwelling of bottom currents caused by river bottom topography or
to flow over the dans at Iroquois, Ont., and Cornwall.

In general, ice decay in the international section of the river follows a
pattern opposite to that described for ice-cover formation; that is, the
upper nost reaches of the river are the first to becone ice free. The breakup
of the ice cover is now much nore orderly than in the period before the
construction of the seaway because of the |lower gradient and the predom nant
effect of thermal processes. The beginning of ice-cover erosion is determ ned
primarily by the rising river water tenperature, which in turn depends on the
rate of decay of the Lake Ontario ice cover.

Initially, ice in the channel areas is weakened both by the interna
absorption of shortwave radiation (candling) and by the percolation of nelt
water downward along the crystal boundaries. In addition, the ice cover nelts
at the base as the water tenperature increases and the current increases.
Fromthe air, the thinner areas appear as dark patches and streaks in the ice
cover, usually concentrated near stretches of open water. As the ice weakens
bet ween pools of open water, it begins to fail due to current action.

This ice becomes a moving stream of brash ice, breaking through zones of
weak ice or hanging up at the upstream edge of stronger ice. Eventually
under the influence of currents, the moving brash is formed into strands of
ice that stretch over many mles. These individual chunks then melt owing to
i ncreased absorbed solar radiation or convective heat transfer with air and
river water

This general discussion of ice formation and decay on the St. Law ence
River must also take into account the effect of the seaway. The operating
principle for the Mses-Saunders Damis to maintain a stable ice cover, while
mnimzing hydraulic head |osses. This balance is critical because operating
the damin a way that optimzes power production could create a river velocity
hi gh enough to considerably delay ice-cover formation, allow ng additiona
frazil ice to form

I ce boons are set in place at four |ocations when river tenperatures at
the Mbses-Saunders Dam reach 39°F. These boons are set at QOgdensburg-
Prescott to reinforce the formation of the natural ice bridge already
described, at Chimmey Point, and in the Galop Island area, still the region of
hi ghest water velocity.

As air and water tenperatures decrease in autum, the length of water
generating frazil increases. This ice is caught at the power dam the Gal op
boom and the Ogdensburg boom Once the ice pack starts to consolidate at
these points, flow at the power dam is purposefully decreased to |ower the
river velocity, increasing the speed of ice-cover formation. These manipul a-
tions of the river outflow and subsequent changes in water |evel can be seen
infigures 6 and 7. Figure 6 shows the outflow from Lake St. Lawence at the
Mbses- Saunders Dam over the 1976 winter. There is a sharp drop in the outflow
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in January, consequent with the consolidation of the ice cover in Lake St.
Lawence. Figure 7 shows the river water |evel at Mrrisburg, Ont., (30-km
upstream from the dam) and at Long Sault Island (8-km upstream from the dam.

Wiile the general water |evel paradoxically seens to follow the increases
and decreases of outflow, careful examnation of the figures shows that sudden
drops in outflow create higher water levels. One nust also renenber that the
natural pattern is of mninumflow in winter, rising to a maxinmumin sumrer.

In springtime, the role of the Mses-Saunders Dam in controlling outflow
is more conplex than in January. Sudden changes in water |evel can be used to
col l apse or break ice cover in Lake St. Lawence, but there is also the risk
of jamming the ice against the dam decreasing outflow considerably.

| cebreakers are also used to control the renoval of ice in spring
Generally, they are used to clear ice in the immediate vicinity of |ocks, but
they also cut paths as they travel upstreamto the next structure. However
there is no evidence from field observations or from aerial photographs that
the passage of a single ship through a low velocity area |ike Lake St
Law ence speeds breakup of that ice cover.

4.2 Model Testing Site and Tine Period

In developing a sinulation nodel, the ideal method of evaluating its per-
formance is to apply it first to a calibration period for optimzing any
enpirical functions and then to a separate time period to validate its use
The decision was made, however, to limt the initial evaluation to a period
for which there are reliable neteorological data froma site located at the
river's edge. These data were collected during winter 1975-76 at a small
met eorol ogi cal station installed in August, 1975 for the St. Lawence Seaway
Devel opment  Corporation. A though the systemis currently being inproved
former problens with sensor naintenance allow only the first winter's data to
be used reliably.

Met eorol ogi cal input data for the sinmulation nodels were provided by sen-
sors located at this same station, on a pier projecting into the river at
Ogdensburg.  The instruments are |located on a tower roughly 10 m above sumrer
water levels and rising 3 m above the roof |evel of the warehouse supporting
the tower. A paper tape punch and a line printer |ocated inside the warehouse
record the hourly observations of air tenperature, vapor pressure, w nd speed,
and atnospheric pressure. Shortwave radiation incident on a horizontal sur-
face was accumulated for a 24-h period and reset to zero at midnight. Mean
daily averages from these observations for the period from Septenber 1975 to
August 1976 are listed in appendix E. Table 3 lists the sensors and their

accuracy.

In addition to the meteorol ogi cal paraneters, nmean daily river water tem

perature is needed by the nodels. Daily readings are available for this time
period at two locations. The first is located 3 m below the surface (10-m

water depth) at a ship loading dock near Waddington. A second set of tem
peratures is taken at the intake gates of the Mses-Saunders Dam at Cornwal |
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TABLE 3.--Meteorological sensors at Ogdensburg station

Variabl e Sensor Accur acy
Ar tenperature Pl ati num resistance +1°C
thernoneter in radiation
shiel d.
Vapor pressure Lithium chloride dew cell Less than 5%
in radiation shield. when > 0°c.
Mre than 10%
when < -20°C.
Wnd speed 3-cup anenomet er The larger of 10
(3.0 m 5”1 threshol d). cms~l or 2%
Shor t wave Eppl ey precision 2%
radi ation pyranonet er.

In order to give a quantitative check of the nodel performance, ice
t hi ckness data is al so needed. This information has been gathered by the St.
Lawence Seaway Authority (SLSA) in Cornwall at 28 sites along the ship chan-
nel between Mntreal and Lake Ontario for every winter since 1971

Figure 5 shows eight stations (with their St. Lawence Seaway Authority
identification) in the vicinity of Ogdensburg and Lake St. Lawence. These
sites were chosen as potential points of nodel verification given the [ocation
of the input data sensors. Table 4 lists the observed thickness values for
the 1975-76 winter and notes those sites where ice thickness nmeasurements were
termnated by icebreaker passage. The observations in table 4 are shown
graphically in figure 8.

A description of each station and its 1976 ice pattern should help to
clarify the variety of ice decay nechanisms on the river. Al stations are
| ocated in the mddle of the shipping track or approxinately over the deepest
portion of a cross section.

Station F-1 is located in the mddle of Lake St. Lawence, roughly 2l-km

upstream fromthe Mses-Saunders 'Dam  Currents are slow in this section of
the river (no nore than 1.0 m s™1). Few if any pool's occur in this section of
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TABLE 4.--Observed ice thickness (em), upper St. Lawrence River,
winter 1975-1976

Julian Date 1976

station 22 27 36 41 55 69 76 83 89
F-1 34.9 45.7 53.3 57.1 61.0 64. 8 50.4  38.7 Qpen
wat er

F-2 36. 2 47.6 57.0 63.5 67.3 Unst abl e Ice

ice, pool floes

near by
Gl 34.9 41.3 46.4 50.8 54.6 64.1 59.7 |cebreaker
G2 34.3 43.2 50.8 546 57.1 61.0 59.1 | cebr eaker
H I No obs 32.4 38.1 41.3 (Qpen water

H2 No obs. 14.6 24.0 22.2 (Qpen water

H 3 21.0 29.2 32. 4 33.7 14.6 7.6 cmice
br oken by
H 4 7.6 27.3 22.2 22.2 10.2 i cebr eaker

the ice cover, and it is the only site to thaw in place with very little mecha-
nical action. Both this station and the next, F-2, are shown in figure 9.

Station F-2 is located at the downstreamtip of Ogden Island in a region
known for its md-winter hanging ice dams created by trapped frazil ice. As
a result of the faster currents in this area and the highly irregul ar under-

i ce topography, open water pools frequently occur, as noted in table 4. Wile
a current faster than that at F-1 should produce thinner ice than that found
at F-1, it is possible that an insulating |ayer of frazil (observed frazil

thi ckness was around 60 cnj, isothermal at 0°C, allowed nore rapid growth to
occur.

Both stations G| and G2 are located just upstream of the Iroquois Dam
(usually left open in winter) in the narrow stretch of the upper St. Lawence
River. Gowh patterns were quite simlar to station F-I, but an ice breaker
operating out of Iroquois, Ont., prevented observation of the decay pattern.

Station HI is located roughly I-km upstream from G2, but showed a nuch
different growth pattern. The ice was opened quite early by the downstream

growth of the large pool that usually forms on the north side of Galop
| sl and.
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St. Lawrence River
from Leishman Point
to Wilson Hill
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FI GURE 9.--St. Lawrence River from Leishman Point to Wilson Hill Ieland.
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Station H2 is upstream of Galop Island, but had a pattern simlar to

that at HIl; the ice "as thawed by the encroachment of an upstream pool. Ice
growth "as only about 50 percent of that at HI.

Stations H3 and H4 are both located upstream of the Qgdensburg-Prescott
boom Ice here "as nmuch thinner than that found at the F and G stations, pro-
bably because of the warmer water tenperature. Note that the tine of maxinum
ice thickness "as about |-nonth earlier than that shown for the F and G
stations.

Gven the formof these patterns, it "as decided to use observed thick-
ness values at station F-I for nodel testing. Wile stations H4 and H3
occur in stable ice areas, their distance fromthe Waddi ngton or Moses-
Saunders water temperature sensors precluded their use. Stations F-2, H2,
and HI| all were in areas subject to mgrating or growi ng open water pools,
and thus it would have been difficult to include themin the nodel. Gven the
input data available, stations G| and G2 would be the best sites for
modeling. Gven that their pattern and overall thickness were simlar to
those at F-|1 before icebreaking, the observed results from Lake St. Law ence

are considered to be conparable.

4.3 Weat her and Ice Conditions, Wnter 1975-76

Because the model has been tested only over winter 1975-76, it is inpor-
tant to place the weather and ice conditions in the context of the general
climatology. A though long term data have not been analyzed for Ogdensburg,
conparisons of the 1975-76 winter can be nmade for Kingston, 105-km upstream

Figure 10 shows accunul ated freezing degree-days for the period 1970-79
(adapted from Assel, 1980). The five severity classes were derived from 80
years of record. The two extremes each represent 5 percent of the observed
winters. The next two classes each include 15 percent of the winters, while
the "normal" class includes 60 percent of the cases. Accunulated freezing

degree-days for the 1976 winter at Kingston totaled 735, placing that winter
inthe "normal" class. 740 freezing degree-days accunul ated at the Ogdensburg
neteorol ogi cal site during the sane period, suggesting that the air tem
peratures at the simulation site were also close to nornmal. Figure 11 shows
the daily trend of air tenperatures and VWaddington water tenperature during
this period.

During this winter period, 33.3 cmof water fell as snow at Massena
Airport, a departure of 10.2 cm above normal (35 years of record). Over the
same period at Ogdensburg Airport, 65-km upstream 15.7 cm of water fell as
snow, a departure of 6.8 cm bel ow normal (84 years of record). No direct
neasurenments of snow fall thickness or density were recorded. The |ast
snowfal | at both sites occurred on March 19. Between that snowfall and the
observed absence of ice on March 30, 1.5 cmand 1.7 cmof rain fell at Massena
and Qgdensburg, respectively.

I ce conditions, however, appeared to be sonmewhat more severe than nornal.
According to the Navigation Season Extension Study report for 1975-76:
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Wnter ice cover had formed by Decenber 19, 1975, in the South
Shore Canal, Mntreal, and advanced upriver to Lake Ontario by
January 18. lce conditions during md-winter were nmore severe than
the previous three winters, being generally conmpared to 1972.
However, due to unusually mld weather, which persisted throughout
the last week of March and early April, the ice cover deteriorated
very quickly and the river was alnost entirely ice free by April 2.

As deternmined from aerial photographs of the river, conplete ice cover
formed in the Wlson H Il area between January 8, when the water was 50 per-
cent filled with ice floes, and January 12, when the ice cover becanme solid.

Li kewi se, breakup took place between March 26, when a solid cover was still in
place, and March 30, when the area was open water. Table 5 shows how these
dates conpare to the eight winters between 1972-79. Note that breakup date
and maxi mum ice thickness are not well correlated. For exanple, both the 1975
and 1977 breakup occur at the sane tine, but the 1977 maximumice cover was

al nost twice as thick.

4.4 Simulation Results

4.4.1 Anal ytic Model s

As described in the discussion of nodels, three analytic nodels were used
to simulate ice growh. Using wind speed and air tenperature from Ogdensburg
and the average of the Waddington and the Mses-Saunders stations for water
tenperature, the sinmulation results were matched against observed ice thick-
nesses at Wlson Hill. The results are shown in figure 12. The uppernost
curve represents the theoretically maxi num amount of growth as ?redi cted by
the Stefan solution to equation (28) when no snow is present. f snowis
allowed to accunmulate up to the maxi num of 8 cm observed on the ice, then
equation (32) can be applied ("TA = TS, SNOW).

The third approach was to allow turbulent transfer to take place between
ice and the atrmosphere by applying equation (34) ("TA NOT = TS, SNOW). This
curve nost closely matches the observations. Wth snow, the Stefan sol ution
first overestimates and then underestinates grow h.

Al three of these ice growh relations were derived for lake ice with no
underice turbulent transfer. The good approximtion of the nodels to ice
growth in this area is not surprising given the lake-like characteristics in
this reach of the river created by the Mses-Saunders Dam

As figure 8 illustrates, however, other reaches of the river develop nuch
less ice. For exanple, the reach of river upstream from Ogdensburg, narrower
and with faster currents, had ice only half as thick as that in Lake St.
Lawence. Mchel's suggestion (1971) of the use of a factor in equation (30)
to adjust the Stefan solution to river conditions is also followed in figure
12.  The lowest curve represents the theoretical maximum tinmes a factor of
0.5, which Michel suggested for an "average river with snow " The resulting
val ues roughly match observations taken at station H just upstream from
Qgdensbur g.
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TABLE 5.--Breakup dates, Wilson Hilt Island, 1972-79

Year Last evi dence of First evidence Maxi mum
ice cover of no ice t hi ckness
(Jul'ian date) cover (Julian (cm)
date)
1972 103 111 62
1973 66 73 37
1974 65 67 52
1975 78 80 36
1976 86 90 65
1977 77 81 70
1978 89 96 68
1979 80 87 61
Mean 80.5 85.6 56. 4
St andar d
devi ati on 12.4 13.8 13.4

Breakup evidence from aerial photographs and Navigation Season Extension
St udi es.

I ce thickness from data provided by the St. Lawence Seaway Authority.
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The first approach to simulating ice decay incorporates equation (36)
into a step-wise solution. Figure 13 conpares the results of this sinulation
with observations at station F-1 adjacent to Wlson HII Island. Estinmating
the current as 50 cms-1, the depth as 20 m, and starting with the observation
of 65 cmof ice on March 9, the nodel predicts the loss of all ice 2 days
prior to the first day no ice was observed

Such results appear respectable given the assunptions used in the appli-
cation of the nelt nodel to this site. Air tenperatures from Qydensbhurg were
assumed equal to those experienced at Wlson Bill. The water tenperature used
was the average of the Waddington and the Mses-Saunders Dam tenperatures.
Finally, there is a 7-day gap between the observation of 65 cmof ice on
March 9 and the next observation of 58 cm of ice on March 16. It is assuned
that the maxinmum thickness was that observed on the 9th.

Ashton's work (1978) has shown that the underice formation of ripples
during spring nelt increases the effective turbulent transfer of heat. He
points out that By may need to be increased by 50 percent to adequately simu-
late melt. The lowest curve in figure 13 shows the results of using a
B; enlarged by 50 percent from plane surface values. This change speeds the
melt out of the ice layer by 4 days.

The Ashton decay nodel was also tested in a faster stretch of the river
above Qgdensburg. Spring currents in this area have been estimated at 150 cm
s~l. (oservations at station H3 showed 34 cmof ice on February 10
decreasing to 15 cmon February 24. The nodel estimated much qui cker decay
showi ng conplete nelt by February 17. It is unknown, however, how signifi-
cantly water tenperatures at H3 vary from those neasured at Waddi ngton, 32-km
downst ream

4.4.2 Energy Bal ance Mbdel

Figure 14 shows the result of applying the energy bal ance nodel to the
1975-76 winter period at station F-1 near Wlson H Il Island. The nodel was
started with 4 cmof ice on January 9 and then was driven by the Qgdensburg
meteorol ogi cal data. The sinulated thickness increased by 20 cmwithin 5
days, but steadily slowed its rate of growth as the winter progressed and the
ice thickened. The sinulated ice decay is sudden, dropping from a maxi num of
48 cmon day 85 to O cmon day 89, corresponding to the mdpoint of the period
when ice actually left this stretch of the river.

Figure 15 plots the observed air and the sinulated ice surface tem
peratures over the same period. The significant result to note in this figure
s the increased coupling between surface and air tenperatures as the ice
thickens. Wereas tenperature differences of up to 14°C are shown in
md-January, this difference does not exceed 5°C in March, when the ice
thi ckness is 42 cmor thicker (except when air tenperature is above 0°C).

The two principal linmtations of the sinulated results are that the sinu-
| ated maxi mumice thickness is only 75 percent of the observed thickness. In
addition, the simulated time of maxi num thickness lags the observed tine by
2 weeks. Consequently, the simulated ice decay i s nuch more abrupt than that

obser ved
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Special note should be made of the sensitivity of the nodel to com
putation node spacing, z, (figure 2). Wen node spacing was decreased from 2
cmto 1 cm maximumice thickness dropped from40 cmto 38 cm  \Wen node
spacing was increased to 4 cm the maximum ice thickness produced was 60 cm
Figure 16 shows the sinulated growth and decay pattern when the node spacing
is 4 cm  Conparison with figure 14 shows that the greatest difference
occurred within the first week of growth, suggesting that the nodel did not
adjust well to the initial conditions. Despite the greater thickness, a
node spacing of 4 cm was not considered for the standard runs because the
?Udel gLowﬁh exceeds the theoretical maxinum shown in figure 13 for the first

ew weeks.

Table 7 shows that the sinulated breakuF date was |ess responsive to
variation in nodel paraneters than was sinulated nmaximum ice thickness. The
four most significant variables are the same as in table 6, with one
exception.  Snow cover thickness, Zg, has replaced water tenperature as the
third nost inmportant variable. This may appear surprising until one realizes
that solar penetration is the mgjor influence in the rate of ice decay in the
nmodel . In the nodel, shortwave absorption within the ice occurs only after
the snow layer has melted. For exanple, as indicated in figure 16, the decay
of 60 cmof ice required only 2 days longer than the decay of 48 cm of ice.

As indicated in table 7, a water tenperature variation of +0.5°C (with a
lower limt of 0.01°c) had no effect on the breakup date. Such a result is
clearly unrealistic, but is possible with the nodel because @, turbul ent
transfer between the ice and water, was not included.

5 DI SCUSSION

As shown by the description of ice conditions found on the upper St
Lawrence River, there is considerable variation in the influence of energy and
mass transfer processes on ice cover. The growh curves in figure 8
iIlustrate, however, that there are two general patterns of growh and decay:
those associated with regions of slower currents with stable ice cover and
those with regions of faster currents with either stable or unstable ice

cover.

Exam nation of figures 12 and 13 shows that sinulations based solely on
changes in air and water tenperatures produce reasonable sinulations of
observed ice thicknesses and breakup dates. The addition of a snow cover or
turbulent transfer nmechanisms in the air made relatively little difference in
the sinulation results.

In faster stretches of water, the addition of an enpirical factor that
acknow edges the increasing influence of turbulent transfer with the water
allows growh to be accurately sinulated. However, in these stretches, the
anal ytical method simulated ice decay at a rate nuch faster than actually
observed.  One problem may have been the use of water tenperature data from a
Site 32-km away. Ashton (1978) and Ashton and Kennedy (1970) have enphasized
the influence of very small tenperature variations on the rate of nelt.
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TABLE 7.--Sensitivity analysis for energy balance model,

date of breakup

Sensitivity Rel ati ve importance

T, (°C) 3.90 1. 40
Qppy (W m™2) 0.06 0. 34
Zg (m) 1.35 0.21
Qgw (W m™2) 0. 04 0.15
T4 (°C) 0.22 0.07
U (m s”1) 0.00 0.02
T, (°C) No ef fect

A (1% 0.22 0.07
Z, (cm) 3.12 0.01
vk No effect

d 2.25 0.07
Zq (cm) 0.85 0.02
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As discussed previously, the surface energy balance nodel was applied to
only one site on the river, a region with relatively little current. For
this reason, turbulent heat exchange between the ice and water was not
included in the model. Consequently the ice growh sinulated in figures 14
and 16 continued past the observed time of maxinmum thickness. However, the
internal absorption of shortwave radiation after the snow |layer has nelted
quickly nelts the ice.

One process ignored by the analytic models is the formation of snow ice.
Measurements made at stations F-1 and F-2 during the 1975-76 wi nter show that
snow ice formed the upper 40 percent of the ice cover by the time of naxinum
thi ckness. As Adans and Roulet (1980) have shown, snow cover can either inhi-
bit ice growth because of its insulating properties or accelerate growh when
cracking occurs and the snow becones saturated.

In the energy balance nodel, this effect was adjusted for by allow ng
only the observed maxinum snow depth to accumul ate; that is, even though
nmore than 150 cm of snow fell during winter, the snow |ayer in the nodel
built up to only 8 cm the nmaxi num anount observed. In this way, the rhythm
of ice growth deceleration and accel eration caused by snow falls and their
subsequent saturation are smoothed over by the nodel .

As discussed previously, the equations used in the analytic nodels
essentially simulate only the heat conduction and longwave radiation
exchange processes. Turbulent transfer and shortwave radiation flux are
ignored. Sensitivity analysis of the energy balance nodel, however, suggests
that heat conduction and net longwave radiation are the nost significant
processes.

6.  CONCLUSI ONS

The general question guiding this report has been, "To what extent can
ice decay on the upper St. Lawence River be sinulated?" Two general types of
model s have been constructed and applied to the river over the 1975-76 w nter.
Analytic growth nodels based on the assunmption of a linear tenperature gra-
dient through the ice agreed closely with observed ice thickness. Addition of
snow cover or turbulent heat exchange with the air made relatively little dif-
ference in the sinulation results. An analytic nelt model produced a good
approxi mation of ice thickness and the breakup date in the |ake-like stretches
of the river but not in the faster reaches where turbul ent heat exchange bet-
ween the ice and water would be more significant.

The other type of nmodel tested was a surface energy bal ance nodel, which
coupl es analysis of each of the relevant energy fluxes with a finite difference
tenperature diffusion scheme. Wiile this nodel accurately sinulated breakup
dates in a slow current stretch of the river, it underestimted maxinumice
thickness. Ice decay was essentially a thermdynamc process, including |oss
of ice at both the upper and |lower surfaces and the internal absorption of
shortwave radiation. Gven the success of a nodel incorporating only these
processes, it was not necessary to allow for either turbulent exchange with
the water or for nechanical destruction of the ice cover.
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Results from these nodels clearly indicate the direction of future work.
Despite the apparent accuracy of the analytic nodels, their sinplicity limts
the anount of probing that can be done into the key processes of longwave and
shortwave absorption and turbulent heat transfer between the water and the ice
cover. A surface energy balance nodel that incorporates that turbulent
transfer will more accurately portray the coupling of surface and underwater
processes. (Results of this nodification are presented in Geen, (1981).)

Such a model would also benefit from additional studies of water tem
perature and radiation along the river. For exanple, water tenperature sen-
sors at Kingston, and at the Mses-Saunders Power Dam show little or none of
the expected tenperature drop over the 170 km between them Is this caused by
sensor accuracy, location, or additional sources of heat for the river water?

On a larger scale, the heterogeneity of the ice cover in the vertical
direction needs to be considered because of its effects on both the transfer
of heat and the absorption of shortwave radiation. The energy bal ance nodel
already has this capacity, but lacks neaningful data fromthe river for
verification.

The sensitivity analysis denonstrated the significance of air tenperature
and the radiation fluxes. In order to extend verification of the nodels to
other years, it would be necessary to conpare data from other sites near the
river (e.g., Kingston, Mntreal, Massena) With the Ogdensburg riverside site.
If these variables are well correlated over the winter period, it will be
possible to test a greater range of ice seasons.
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Ch
Ql e

Qri

Al bedo

Constant used in equation 8

Heat capacity (J =3 °cl)

Specific heat of air at constant pressure (J kg~! °cl)
Bul k transfer coefficient for sensible heat

Bulk transfer coefficient for nomentum (drag coefficient)
Bulk transfer coefficient for |atent heat

Eddy diffusivity for sensible heat (m2s~l)

Eddy diffusivity for nomentum (m? s~y

Eddy diffusivity for latent heat (m?s™1)

Station adjustment term for equation 14

saturated vapor pressure at T, (nb)

Saturated vapor pressure at T (mb)

Constant used in equation 30, also Fourier nodul us

Heat transfer coefficient fromice to air
(Wao 2 °¢c~ly

Heat transfer coefficient fromwater to ice
(Wm 2 °c 1y

Thermal conductivity (w o™1 °¢™1)

Thermal conductivity of ice (Wal°cly

Thermal conductivity of snow (Wl °c-1y
Shortwave radi ation extinction coefficient (a”})
Heat flux (W m~2)

Flux in the ice layer (w m2)

Sensible heat flux to the air (Wa™2)

Latent heat flux to the air (v n™2)

Downwar d at nospheric longwave radiation (W m2)
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Qenl Net longwave radiation (W am 2)

Qs Sensible heat flux in snow layer (wm™2)

Qgw I nci dent shortwave radiation (Wx2)

Qgwe Potential incident shortwave radiation
with no cloud cover (Wn™2)

Q¢ Total net flux leaving the ice surface (W 2)

Qu Turbulent flux fromriver water to bottom of the
ice sheet (Wm2)

Q, Flux of shortwave radiation received at depth z in snowice
| ayer

da Specific humidity in the air (kg kg~1)

s Specific humidity at the surface (kg kg~l)

R Hydraulic radius (m

T Tenperature ("Q

Ta Ar tenperature ("Q

Tq Surface tenperature ("Q

Tn Tenperature at ice/water interface ("C

Ty Water tenperature (°c)

t Tine (s)

U Wnd speed (ms1)

Uy Water speed (m s-1)

VK von Karman CONStant

Z Depth bel ow the surface (m

Za Hei ght of neteorological observations (m

75 I ce thickness (m)

Zy Di stance between conputation nodes (m)

Zg Aerodynam ¢ roughness length (m

Zy Depth of penetration by shortwave radiation (m)
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Snow | ayer thickness (m)

Depth of water (m

Thermal diffusivity (a?s™1)

Longwave emissivity

Latent heat of fusion (J xg™1l)

Density (kg =3)

Stefan-Boltzman constant (W m™2 K™%)
Momentum flux per unit area (kg o™l s™2)

Correction factor for atmospheric stability
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Appendi x B. SURFACE ENERGY BALANCE MODEL
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PROGRAM G( INPUT, OUTPUT, TAPES . TRPEG=OUTPUT, TAPER)
C GGRIV3I REVISED AUGUST 108¢
C GORDON GREENE GLERL. NOAA

REAL LE

COMMON 1DAY,
DIMENSION T(
FORMAT(214.5
FORMAT(214.8
FORMAT(16Xx.2
FORMAT(ISB)

05-54 3 6E3

D2«
LSNOU-28
LICE=20
LBOT=22
LFIX«LBOT+4
MELT=0
ABLA-Q
ZSNOW+@ .

0o -~2n
O"I"Nn
M= MHOSN

ONS ON JAN 1@.1576
R. NO SNOW, TSURF=TAIR, TWs@ 35

SHOUW=2 5
SNOFL=SNOW/ (2 Xx3@ )
2(1)=0
LL=LFIx+8e
DO ie Le2.LL
18 2(L)=2(L-1)+D2
DO 20 L=1.LL
2@ T(L)-Tu
T{LSNOW)=TAIR/2
T(LSNCW+1)-TAIR/4
T(LSNCL+E2)40
C READ IN FORCING DRILY METEQROLOGICAL DATA
2C 75 J-1.1000
READ(S5.5) IYR.IDARY.U.TA,TD.P.SUN.TW
IF(EQF(S)) 98,15
15 IF(U EQ @ ) U1
Letixas 7
IF(IDAY C T 65) SNOFL=0
TCLFIX)=TW
C FIND EQUILIBRIUM SURFACE TEMPERATURE
CALL SEARCH(SUN.P . TA.L.2.DZ,.RN.S.H.LE.
1SNOFL, LICE, LSHOW. LBOT, ZSNOW. TD. T, TS, LFIX,
221CE.MELT. ABLA)
T(LSNOW ) =TS
IF(IDAY EQ 1@) T(LSNOW)=TA/2
C RECALCULATE THERMAL PROFILE

7
CALL TEUOL(T Z LSNOW. LICE. LFIX.DT. TW)
TOPICE=2(L
IOTICE Z(LICE)
DO 30LsLSNOU. L
R IF(TL) LE @) !OTICE 2
ZICE=BOTICE-TOPIC
LIOT=BOTICE-DZ+1
LFIXaLBOT+4
WRITE16.7) IY¥R. IDAY, ZSNOU, ZICE TA.TS.RN.S.H.LE
URITE(6.8) (T(I), I=LSNOW
WRITE(8.7) IVR, IDAY.ZSNOU, ZICE TA.TS.RN.S.H.LE
WRITE(S.8) (T(1).I=LSNOW.LFIX)
ICHK «LFIx%-LSNCU
IFCICHK L T 28)LRITE(8.9) ICHK

75 CONTINUE
92 CONTINLE
STOF
END
¢
c
FUNCTION BB(TK)
BE=8 14E-112(TKX%4 )
RETURN
END
c
c
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FUNCTION HCOND{XW. XI.XA)

XX ESTIMATE THERMAL CONDUCTIVITY %%
DIMENSION HK({3).X{3), XK{3)
DATA HK-/1 37E-3.4 2E-3.0 O6E-3~
X(1)=Xu
X(2)=Xx1l
X{3)aXA
XKD=6 2
DOel-t.,3
XK(I)=X(I)/HK(T)

XKD=XKD+XK{I)

2 CONﬂNUE
DO 3 1'1.3
XK (I )=XK(I)/%XKD

3 CONTINUE
XLN=0 @

XLD. O 0

DO 4 1.1.3
KLN-XLN+XK(IJ!HK(I)¥X(I)
XLDwXLD+XK(1)2X(])

4 CONTINUE
HCOMD®»XLN/XLD
RE TURN
END
77
¢
¢

SUBROUTINE LONGRAD(ALB,P.TDK.IDAY.TAK RH.QS.RLN r1g)

C PROGRAM TO COMPUTE NET LONGWAVERADIATION BASED ON ANDERSON AND

o} wBAERL 1067

C COMPUTATION O F PRECIP . WATER (MM) FROM BOLSENGA. 1 9 6 7
DIMENSION SUNB{Z4)
XLATed4 7
=1 DAY
TSK=TS+273 1 6
TD=-TDK-273 L6
TDF=(9 -5 xTD)+32
PL.-1 @15+t @35xTDF)
PUAT=EXP(PL)X1Q
DUST=18
DEC=SIN(((D-173.)%360 365 +90 )-57 312234 5
RU«SIN(((D-186 1X360 -365 +9@ )/S7 3)¥0 @1671+1
DOB8aI=1.24
HReFLOAT(I-1)
CALL SPnTH(XI nT_.DEC WR 0 .@.ALTD.AZMD, ANGI
CALL SOL (ANGI.ALTD,RY, DUST. PUAT P.ALB.SUN. BEnM HEM, EXT)
SUNB(T yeSUN

8@ CONTINUE

B=24 X60
CALL TRAP(® .B.24.5UNB,XINT)
GSCeXINT

R.33
ES=UAPGRA (TAK )
EA=RMIES
X1«BB(TAK )X24 XE@
X2e (SQRT(ES)-SQRT(EAR))
%3+ (G5/05C 1xx2
RSKY=X1-(228 +11 16EX2-A)XX3
RS«BB{TSK Jx24 10
RLN=RSKY=-RS
RETURN
END

¢

¢
SUBROUTINE RADZ (LSNOW,LBOT.2Z . RSN.T.LICE)
C DERIVED FR O ” MAYKUT AND UNTERSTEINER.JGR, UOL 76 P155@
DIMENSION T(S@0), 2(500)
LICE1=LICE+]
DO 10 L+LICELl.LBOT
ZL=ABS(Z(LSNOW)-Z(L))
C=0 44
XK=9 oe
TRAD= RSNE(XK/CIXEXP(-XK¥2ZL)
T(L)eT(L)}+TRAD
» 10 CONTINUE
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RETURN
END

SUBROUTINE SEGRCH(SUN.P TA. U
tLBOT.25N0W, TD.T. TS, LFIX.ZICE
DIMENSION 7(500), BAL(80).G(8
DIMENSION 2(500)
REAL LE
TK.273 16
TAKeTA+TK
TDK=TD+TK
XLvDeb E4x1 4 4
Z5NOW»Z5N0W+SHOFL-ABLA
IF(2SMOW L T @) 2ZSNOU=9
"F(ZICEL E @) ZSNOU»®
LOUSE=ZSNOW-DZ
LSNOUeLICE-LOUSE
TLSNOW ) =-1
IF(TA LT 0 ) T(LSNOW)=TA
G(1)edd
G(2)«-68
FLAG=18
CALL SLFLUX{TAK.G(1}, T.0Z.LSNOW.LICE.P.TDK.U.BAL(1).RN SUN.5 H.LE
1.ZICE.ZSNOW, FLAG.LBCT)
FLAG=-10
CALL SLFLUX(TAK.G(2).T.DZ.LSNCU.LICE .P.TDK.U.BAL(2).,RN.SUN.S.M.LE
1.ZICE.Z5NOW.FLAG. LBOT)
8] 37 K.3.80
CALL SECANT(K.BAL.G.GUNCW)
GlK) =GUNOW
TS« GUNOU
CRALL SLFLUX(TAK.Gi(K), T D2 LSNOW.LICE.P, TDK.U.BAL(K). RN.SUN.S. K LE
1. 2ICE, ZSNOW. FLAG. LBOT)
TIZST=ABS(BAL(K )
IF(TEST LT 1) GO TO 38
37 CONTINUE
38 CONTINUE
PRINTX, " NUMBER OF ATTEMPTS ON TS 'K
IF(ZSNOWGT O ANDTS GE 0 ) GO TO Be
IFITS GEO0OOXTS. O
ARBLA=0
GO TO 90
80 TS=0
CALL SLFLUX(TAK.@ .T.DZ.LSNOW.LICE.P,TDX.U.ARF.RN.SUN.S.H,
1LE. ZICE . ZSNOW. FLAG, LBOT)
CALL SNOMLT(T.LICE.TAK.MELT.H.LE.RN.LSNOW.DZ,ABLA)
9@ EEEURN
N

g.H.LE.SNOFL.LICE.LSNOU

SUBROUTINE SECANT (KQUNT.BAL.TGUS.GUNOW)
DIMENSION BAL(B2),TGUS(8@)

KeKQUNT

F1eBAL(K-2)

Fas=BaL(K-1)

T1=TGUS(K-2)

T2=TGUS(K=1)

GUNOUW=T2-(((T2-T1 1¥F2)/(F2-F1))

RETLURM

END
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SUBROUTINE SLFLUX(TAK.TS.T.DZ.LSNOU.LICE.P.TDK.U . BAL. RN, SUN.S.

1H, LE. ZICE.2ZSNOW.FLAG. LBOT)
DIMENSION Z(500)

COMMON IDaY, 2

REAL LE. LHEAT

DIMENSION T(5e¢)

¥LyDsg E4X1 4 4

TK=273 16

TSK=TS§+TK

IF(FLARGLTO®YGO TO 7@

ALB=® 55

IF(ZSNOWC T@) ALB=0 85

IF(TAK C T TK) ALB=0 40

RSN=SUNX(1 ~-ALEB)

IF(ZSNOUW CT @) GO To 70

IF ¢ZICE LE @) GO

géLL RADZ(LSNOW. LBO‘I‘ A RSN T.LICE)

Ne@

CONTINUE

RH=UAPORA( TDK } /UAPORA ( TAK)

CALL LONGRAD(ALB.P. TDK. IDAY. TAK.RH.SUN.RLN. TS)
RN=RSN+RLN

CON.4 gE-3

IF(LSNOWLT LICE AND . T(LSNOW) LT.0)YCON .6 4E-4
S (CON/D2)X(T(LSNOW+1 }-TS ) EXLYD
AIRDEN=@ 34838x(P-TAK)X{ E~3
ZA=1000 .

20-0 @7

ER2=VAPORA(TAK )

EL=VAPQRI (TSK)

Qe (0 62PXE2XRK)/ (P- J7BXER)

QGe(® 622%E1x1 )/ (P~ 37BXE1)
LHEAT=E70.

IF(TSK GE.TK) LHEAT=5%@

CALL TURB(TAK.TSK.2A.20.G.0C.U.AIRDEN. LMEAT . H,LE)
BAL=RN+S+H+LE

RETURN

END

SUBROUTINE SNOMLT(T,LICE. TAKMELT ', XWZ, XLEZ.RLN.LSNOU. DZ ABLA )

DIMENSION T(S@®)
HFUS=89
SNODEN=9 35
SNOCAP=0 48XSNODEN
CM=HFUSXSNODEN
XLH=50@ .

ALHF =670
TK.273 16
T(LICE)=0
;(16105'1)-0

IF(MELT EQ 1) RMDR=0
FLUXTNsRLN+XHZ+XLEZ+RMDR

RMDR=8 .

LFSTeLSNOW+]

LLST=LICE-1

ABLR.O

IF(MELT E O 1) ABLA=FLUXIN/CM
IF(MELTEGI) GO TO 21

DO 20 L=LFST.LLST

HCOUNT=(@ -T(L))EDZXSNOCAP

IF(HCOUNT EO @) GO_TO 20
IF(FLUXIN GE HCOUNT) T(L)=0

IF(T(L) LT @ ) MELT-0

IF(T(LIG E 0 )MELTe1

IF(FLUXIN GE HCOUNT) FLUXIN=FLUXIN~HCOUNT
IF(FLUXIN LT HCOUNT) RMDR=FLUXIN
IF(FLUXIN L T HCOUNT} FLUXIN=2
IFCFLUXIN LT HCOUNT) GO TO 21
CONTINUE

CONTINUE

IF(MELTE O 1) T(LICEsT(LICE-!)
RETURN

END
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7?

SHE?OUTWNE SOL(ANGI.ALTD.RU,DUST.PWAT.P.ALB, SUN, BEAM, HEM.
ANGRAD(DEG }=DEG~57 29557
OCER{AL.ALTD) =1 /(SIN(AL)+ 15X((ALTD+3 885 xx(-1 253)))
Al =ANGRAD(ANG] |

AL =ANGRAD(ALTD)

EXTe(2. /RU!!E)!SIN(&L)

IF(EXT LE @ | EXT

XM=OKER (AL. ﬂLTD)!(P/1013 ,

ABSD=-0 OBPE( ((PXXM) /1013 x%@ 7 5,

1-0 L1745 (PUATIXM ) /29 i:to S)
SCATa~0 O83x((DUSTIXM)IXX®
BEAMs (2 /RUtta)zSIN(nI)!EthnDSD+schJ
IF(PEAMLE @ ) BEAR.
RSCAT«Q SIEXTI(I -ENP(SCnT)l
DIFF«RSCAY
SOLAR-BEAM+DIFF
BACSKT=8 StSOLnRtnleti ~EXF(SCAT))
HEM=DIFF+BACSK
SUN=BEAM+HENM
RETURN

END

SUBROUTINE SPATH(XLAT.DEC.HR,SLOPE.EXPO.ALTD.AZMD, ANGL )
ANGRAD (DEG)=DEG/57 29557
ANGDEG (RAD }*RADIS? 29557

H*ANGRAD( (HR/24 X360 -18@

X*ANGRAD (XLAT)

D=ANGRAD(DEC)

E~ANGRAD(EXPQ-18¢ |

S«ANGRAD(SLOPE )
COSZ=SIN(XIXSIN(D )+COS (X )ACOS(D)IXCOS(H)
Z2=ACOS(C0S2)

ZD=ANGDEG(2)

SINA« (CCS{DIXSIN(H)I/SIN(Z)
COSA=ISIN(X)XCOS(Z)-SIN(D))/(COS(XIXNSIN(Z))
A=ATANZ (SINA, COSA)
COSI=COS(S)XCOS(Z)+SIN(SIXSINIZ)IXCOS(A-E)
XI=AC0S(COSI)

AL=ANGRAD(SC -2D)

ALTD=ANGDEG(AL)

AZMD*ANGDEG (A )

ANGI=ANGDEG (ANGRAD(9@ )~XI)

IF (ALTD . LE ©.) ALTD=0

IF (ANGI LE @ ) ANGI=2

IF (ALTD EG. @ ) ANGI=9

TINE TEVOL(T.Z, LSNOW.LICE.L2.DT.TW)
N T(500),2(500)
N A(500),B(500).C(500),D(500)

o Lo Jumy

(LSNOW)
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B(LZ)=1

CiLZ)sl.

D(LZ)=T(L2)

L2Mi=L2-1

LSNOW1 s LSNOUW+1

D O 8@ L=LSNOW1,LZM]

2ues (APS(ZIL)-Z(L-1))) %%
ZB2+(ADS(Z(L)-Z(L+1)))23%2.
fF(LLT LICE) DIF=39 E-4
IF(L.LT LICE)GO TO SO
IF{T(L) CE.@.9) DIFed.
IF(T(L)IGE.#.9)GO TO 59
XAas@ 05

Xle (1. -XRIXEXP(C1XT(L))
XInd ~XW-XA

DXDT=C13XU

CON=HCOND{XL . XI.XA)
CAP=xuU+0 SxxI+86 IDXDT
DIF=CON/CAP
5@ CONTINUE
FU«(DIFxDT) 202
FB=(DIFXDT) ZB2
AlL)e==FU
B{L)=1 +FU+FB
CiL)=-FB
D(L)=T(L)
80 CONTINUE
CALL TRIMP(LSNOW.LZ.A,B.C.D.T?
90 CONTINUE
RETURN
END

SUBROUTINE TRAP(A.B.N.SUNB, XINT)
PROGRAM FOR NUMERICAL INTEGRATION USING THE TRAPEZOIDAL RULE

FROM BECKETT AND HURT. 1967

DIMENSION SUNB(24)

He (B~A)1/N

XINT=9

X=A+H

NM=N-1

DO5S@lei NN

FX=SUNB(1)

XINTaXINT+2 %FX

XnX+H

CONTINUE

FXsSUNB(N}

KINT=(XINT+FX)%XH 2

RE TURN

END

SUBROUTINE TR}
DIMENSION A(S@
DIMENSION BETA
NioNF+1
N2+NF+2
MisNL-1
MsNL-2
GAMMA(NF 1=T(NF)
BETA(NF }=0 @
Gﬂﬂﬂﬁ(ﬂi)‘(D(Hl)*ﬂ(ﬂl)‘T(NF))/B(NlJ
BETA(NI)eC(N1)/B(N1)
D OiLe=NE2. ML
DENOM=B(L)-A(L)EBETA(L-1)
GRHHR(L)-(D(L)-ﬂ(Ll*Gﬁﬂﬁﬂ(L"l))/DENOH
{1 BETA(L)*C{L)/DENON
Do 2 K.'lr”
LesNL-K
2 T(L)}eGAMMA(L I-BETA(L)XT(L+1)
RETURN
END

¢

At
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gugg?UTINE TURB(TAK.TS5.24.20.Q.0G, U, AIRDEN. XLH, H, XLE)

6 E4%1 4 4
TEM=S0RT (TAKATS )
UK=0 41
INITIAL GUESS FOR USTAR
C= . 24XAIRDEN
USTAR= (UKXL )7 (ALOG (ZA/Z0))
INITIAL GUESS FOR L
SeUSURTGM/ (GX{TAK-TS )}
XL*5/ALOG(2A/20)
DO 80 I-1.19
1F(XL) 6.5.7
UNSTABLE
5§ X~(1.-16 X2A/XL)¥% 25
Sv2e2 FALOAILY +xEX172 )
gg!;g ;ﬂLOG((l +X )72 J+ALOG( {1 +X¥X)s2 1 - 2 XATAN(X)+1 570796

STABLE
7 SY¥1+«-5 2¥ZA/XL

STRONGLY STABLE
IF(2A/XL GT.L. ) S¥Y1=-5 2%(1 +ALOG(ZA/XL)}
SY2sSY1

COMPUTE USTAR.TSTAR. XL

9 USTAR=URUK-/(ALOG(ZA-Z0)-SY1)
XL«SE{ALOG{ZA-20)-5Y2)/(ALOG(ZA/20)-5Y1)XxX2

22 CONTINUE
CH=UKXUSTAR/ (UX(ALOG(ZA-20)~-5Y2))
HeCXUSCHX (TAK-TS ) XF
XLEATRDENEXLHICHEUX(Q-QG )XF
RETURN
END

FUNCTION VAPORAC(TK)
LOWE.P. . J A .M. UOLiE 1977

ADE984 505294
Al=-188.9039310

A2=2 133357675

A3s-1 288580973E-2

A4+4 393587233E-5

ASe-§ @23923082E-8

AG=6.136820929€E-11

SATU=AB+TIKE(AL+TKX(A2+TKX TKX(

1A4+TKE(AS+ABXTK ) ) )

VAPORA=SATW

RETURN

END
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FUNCTION VAPORI(TX)
WE.P . JAMUOL 16 1977
TCeTK-273 16
BO=6 189177956
B1.503469897E-1
B2+1 B3601J408E-2
Ble4 176223716E-4
B4+5 J247202B@E-6
pS~4 S838803174E-8B
36-1 838826904E-10
SATI~BA+TCL(BL+TCH(B2+TCA(BI+TCX(
1B4+TCX({BS+B&XTC)) I ))
AQ=5984 585294
Al1--188 9@3931@
Agr2 133357675
A3~-1 288580873E-2
Ade4 353587233E-5
AS=-8 Q2392308cE-8
AG=6. 136820929E-11
SATU=AB+TKXLAL+TKX(A2+TKX(AJ+TKX(
1A4+TKE(AS+AGETK)))))
IF(TK.LT.273 1600 TO 1@
VAPORI «SATU
GO TO 2@
1@ CONTINUE
VAPORI=SATI]
20 CONTINUE
RETURN
END
7EOF
~. ND OF FILE
??

c
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Appendix C. ANALYTIC | CE GROAMH MODEL
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: PROGRAM D GD(INPUT. OUTPUT, TAPES , TAPEGSOUTPUT, TAPET )
¢ PROGRAN TO CSHPUTE 1CE THICKNESS FOR 1976 ST LAWRENCE

BASED ON ASHTON, 1978 AND MICHEL, 1971

50 FORMAT(214.2F6.0.18X.FE 2)
60 FORMAT(ZI4.6F10.1)

ALPH=0 S

FAC=3 48

DT«1 44E3

DEN-0 92

XLH=86 @

H2=0

H3=0
HTOT240.
HTOT3=@
DDi=2
ENOW=8
ENOFL.8 /(2. .%38.)
poleelsl.225
rpgol B o
tIYR £Q.75)CO TO 1
¢ TURBULENT EXCHANGE COEF BASED ON WILLIAMS(1963)
¢ UNITS OF XH& ARE CALCM-2MIN-1 C-|
XHA=24 /DT
DELT=@ -TA
IF(IYR EQ .75 ORIDAY LT 183GO TO 90
IFCIDAY CT 1883 GO TO 90
DD1=DD1+DELT
C RSSUME THAT T& NOT EQUALTS AND SNOW PRESENT
AsH2/( (B 2E~-3)168
8.1 /XHA
SNOW *SNOU+SNOF L
IFCIDAY C T 8@) SNOW=0
CaSNOW/ ( (6 4E-4)X60 )
HE= (DELTADT )/ ( (A+B+C VXDENXXLH)
HTOTR2=HTOTE+H2
C ASSUME TA=TSAND SNOW PRESENT
D={HTOT3+(5 2E-3-6 4E~-4)XSNOL)IXX2
Ea (2 ¥S 2E-3/(DENSXLM) )XDELT23600 2 4
FeHTOT3+(5 2E~376 4E-4)%5N0U
HI#SQRT (D+E )~F
HTOT3sHTOTI+H3
C ASSUME THAT TR=TSAND NO SNOW
HTOTL» FACXSGRT(DD1)
90 CONTINUE
URITE(G.60) IYR,IDAY.TA.DD1, HTOTL.HTOT2 HTOT3
WRITE(7.6@) IvR.IDAY.TA.DDi, HTOT{ HTOT2.WTOT3
100 ggg;:nuz

END

??
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PROGRAM MELT( INPUT,OUTPUT. TAPES, TAPEG=O0UTPUT)
¢ PROGRAM TO COMPUTE 1CE MELT FROM ASWTON. 1§73
¢ STARTING WITH OBSERVED MAX OF 66 CM ON €9 1976
c RSH;ON’S GU IN U M-2  UNITS IN JOULES.METERS.KG.SEC

50 Fé& 0.18X.FE 2)
60 FORMAT(Z )

DT=f G4E4
N1+0 .66
Doleel=1.100
READ(S5.5@) IDAY.TA.TUY
tF(IDAYLT 69 O RIDAY C T 100000 TO 100
IF(TRE O @) TA«-0 01
T6-TA
QuW=1187 XTUX(Uxxd B)/(DX%D 2)
DO9@J=1.5080
NeNI-(Jx@ 0004)
Ti=(=~1 XDEN)IRFUSK(N=-NII-GU
T2«CONKDENKFUSK(TM-TS )/ (QUXX2 )
T3.1 =(QUXN)/(CONS{TM=-TS))
Tde=1 =(QUENI )/ (CONX{TM-TS))
TCeT3/T4
IF(TS LE @) GO TO 90
RS=T1-T2XALYG(TS)
BAL=ABS(DT-RS)
IF(BAL LE 3000} 00 TO 91

9@ CONTINUE

91 NT=N
N=Nx100
WRITE(6.60) IDAY.J.TA.TU.N

100 CONTINUE
STOP
END

sEOR
T
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Year

ONLAWNV SO IONLLWN-O

n
-3

P U W URIAIATATRIRTRTRTR AL
ONAMMAumuouwumm;umnoog

Day

Ouaugono
WO =Ohm-=L

04

Wind (mi hr-l)

-i8. -25
-17. -84
-16 -21
-19 -16
-03 -17
-12 -¢¢
-10
=17 B
-23
-13 ¢
-2 -&9
-93 -1@
-18 -27
-25 -32
-21 -3e
-18 -c4
e2. -4
0. -97
-04 -12
-23 -13
-16. -25
-14. -21
%@ -2B
-17? =25
-ie -2
-25 -17
-14 -24
~11 -21
-11 -2t
-94 -
-08
01 -19
01 -9
-e6 -1%
83 ~10
|Qd N
-91
8. ||
-e2  -1i
-e1 -10
]
)
o
~~ =]
jo -
o o]
=}
- e
- U
[} -l
] B

Pressure (mb)

Qsw (cal cm™? day "1)

WSS OWLI LS

oPour-00
CDOCOO®

L)
-~
(-2-L -1 -1 % 1. Ba.-T. 1. 1. 1.-1J

L4
3 S2.09

T80~ nU®
O HAOASODONOVWA LS
DO OHOOOOOOOOOHHHDDRDIHNHOHD

w
%]
COPOARIEODOROOOORIDIDIOILOIS

—uoeOoesO ©
JheMhesao

Precip. Massena

Ty

?

-2 221 1]

@

®
[
W)

Precip. Ogdens.
{(inches of water)
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Year

SOOI OCODOOROTOROIONRRSROIPIEFIARCOCIROROD

Day

P N Y P R N PP Y S T

Wind (mi hr 1)

FrE
vie

°C)

Tair

S101

Taew peint (°)

er-
11-
£Ee-
89-
90-
8o-
el-
22-
Lo~
£0-
820-
12-
12-
61-
Ll-
vi-
al-
L~
9t~
11-
91-
12-
9I-
‘S1-
L0-
er-
81-
ee-
8t-
37-
SI-
et-
9e-
Le-
21-
52-
et~
Be-
cl-
ce-

Pressure (mb)

Qsw (cal cm™2 day -1

Precip. Massena

Precip. Ogdens.

{inches of water)
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Year

o G s G ek it o o B G B -
32333233 233238828828

Day

Wind (mi hr~l)

Tair (OC)

-9 S
~04.
-0
-96.
-10.
-14.
-12.
-99.
=dd
-10
-89
-84
-12
-15
-85

&

Tdew point

1008
1603

997
1009

Pressure {(mb)

Qsw (cal cm™2 day -1

LI N RIATATAYNINTSTAL LG LT L

SOOOOPOOOSODOSORODHIOOD

Precip. Massena

D000 HOSSPRIOEOPP

Precip. Ogdens.

(inches of water)
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