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Abstract

We investigate the effect of both research and consultinteaching quality in
higher education, at the individual level. We proposeearttical model in which
academics allocate effort between the three activitesr a two period time
horizon, under the assumption of positive spillovermfresearch to both consulting
opportunities and teaching, and of life cycle effects omritices. Propositions from
the model are tested against data from a mid-sizadritehgineering faculty. We
find that teaching quality is negatively related to catrsgiland positively related to
research experience. However, both relationships are netr)i due to the
importance of several mediating factors, such as senemitl the role of scientific
publications as a signal for attracting consulting opporesiti

Keywords. higher education; teaching quality; academic consultingeareh
productivity; economics of science

1. Introduction

Trade-offs and complementarities between contemporary unigstsihree missions (education,
research, and, for want of a more comprehensive term, knowletggder to industry) have long been the
object of enquiryof both social scientists and practitioners. Feedbacks and cemfiat arise both at the
organizational levelas a result of universities' strategic choices concerning thétweigssign to the three
activities, and at the individual level, due to academeshanses to immediate economic incentives and
long-term career strategies (Etzkowitz 2004; Bonaccorsi andd208i7; Sanchez-Barrioluengo 2014). The
organizational and individual levels are related, to therathat the way universities regulate their faculties'

time allocation and duties affect both the economic ineesitaind the career perspectives of individuals. Yet,
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we have only a partial understanding of the efficiency of uniessregulations. This is due to the lack of
evidence on the signs and the intensity of spillovers from reseacttechnology transfer to education, and
between one another, as well tasthe paucity of theoretical models of individual academicsisuel
processs(witness the limited references on the topic in Stepfia®96, 2010] classic surveys)

In this paper, we address these gaps in the literature byirfgcos selected activities through which
individual academics pursue the three missions. In particulacoweentrate on the quality dimension of
teaching (as measured by students' evaluations) and on how it telatetl publishing (an output measure
of research efforts) and consulting (a traditional, thougder-studied, form of knowledge transfer to
industry)

We propose dynamic model in which individual academics allocate their effothe three activities
over a two period time horizon, under several assumptions orattee ¢ffs and complementarities between
the activitiesas well as on the mediating effects of academic seniordydesciplinary affiliation We derive
a number of testable propositions on how research experienaasulting opportunities affect teaching
quality. First, we posit a negative effect of seniority on teackjuaglity for all disciplines where consulting
opportunities abound and hardly depend on scientific reputatitmfive other cases being characterized by
some degree of ambiguity. Second, we identify a non-linfacteof research productivity on teaching
quality: (i) positive in disciplines where consulting opportiesitdo not depend on scientific reputation, (ii)
negative in disciplines with limited consulting opportunitiesxd (iii) ambiguous in opportunity-rich
disciplines, but only for academics with a strong scientific mdput. Finally, we suggest that consulting
opportunities may generate a positive effect on teachingtydiatisenior scholars, conditional on scientific
reputation being necessary to exploit them; in all other cdsesffect is negative.

We test our propositions against a 3-year panel of SETE ($$udEmaluation of Teaching
Effectiveness) data at the course and instructor level, whieholtained from an Italian mid-sized
engineering faculty (Bianchini, Lissoni, and Pezzoni 2013). Undset af assumptions on the consulting
opportunities that the local economy offers to academics fronvdheus disciplines represented in the
faculty, we find empirical results that are consistenhwiibst of our theoretical propositions.

Theremainder of tie paper is structured as follows. After a brief review of tterditure (Section 2), ev
set out our theoretical model (Section 3). Data and embiriethodology are described in Section 4, which
also includes background information on théversity under observation. Sectiorréports our results and

discusses thensection 6 concludes.

2. Background literature

In recent years, the evaluation of universities and theirstffivities has become a dominant theme in
the discussion on the European higher education system (Geuna @dimd2@a3; Daraio et al. 2011; Rebora
and Turri 2013). Much of the public debate and most policy proposalsfhensged on the evaluation of

research, both at the individual and at the departmental IBveldl, these assessment exercises, and the
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redistributive policies based upon them, deal with the creationdividual incentives to engage in high
guality research, and to create positive economic spillovens $uch research via technology transfer and
other "third mission" activitiedDespite many pleas in that direction, much less attentiobderspaid to the
evaluation of teaching quality, also in light of the posstbdele-offs and complementarities with the other
two activities.

As a result, we have no comprehensive evidence on these nidtistaf the empirical studies produced
so far have considered only two activities at a tiowe the one hand, the economic literature on university
industry technology transfer has explored the link between résperductivity and academic patenting or
academic entrepreneurship, and it has usually found a positiveiadi®so (Thursby and Thursby 2002;
Breschi, Lissoni, and Montobbio 2007; Carayol 2007; Lissoni et al. ZD&8nitzki and Toole 2010; Crespi
et al. 2011; see also: Lawson 2013; Perkmann et al. 2013). In addétient findings have shown that such
university-industry relationships can influence scientists' reseageindas, but not necessarily for the worse
(Hottenrott and Lawson 2014). On the other hand, the higheatoluditerature has explored the teaching-
research nexus in depth. In particular, Ramsden and Moses (1982¢, &hd Marsh (1996), and Jenkins
(2004) find a (weak) positive correlation among the two dimessibut their evidence is not theoretically
grounded, as well as tenuous and quite controversial.

The teachingtechnology transfer link is the least explored. Lee and Rhoads (&%) on consulting
activities and find them tbave a negative impact on teaching commitment. Landry e2@10), based on a
sample of Canadian researchers from different reseids,fexplore the complementarities and trade-offs
between six activities undertaken by academics: publishing, teachifuymal knowledge transfer,
patenting, engaging in spin-off formation and consulting sesvi¥éhile publishing, patenting, spin-off
creation, consulting and informal knowledge transfer appear tminplementaryteaching and publishing
are found to be substitutef®\long the same line Sanchez-Barrioluengo (2014) finds research and
technology-transfer to be positively correlated, but also totivegiaaffect teaching quality

As for the theoretical literature, this is very limited d@hdenerally represents individual academics as
economic agents who must choose how to allocate their timedetuwo activities onlyEarly contributions
by McKenzie (1972) and Becker Jr. (1975) look at the time allmtdietween research and teachingas
simple (and static) utility maximization problem. More rabeiWalckiers (2008) considers the viewpoint of
a university, which offers a menu of contracts to professofaridify in their preferences for teaching and
research. He shows that bundling the two activities is optimahdst cases. El Ouardighi, Korgan, and
Vranceanu (2013) also consider the problem of professorsaflomation between research and teaching,
but from a dynamic perspective. They show that when spillovergebnatthe two activities exist in both
directions, specialization is most likely to emerge. F&@2) models a scholar's allocation of time between
academia and professional activities outside it, and finds atimegimpact of opportunities for such
activities (associated to political and business networks)saareh productivity.

Useful, albeit sparse inputs to a comprehensive theory cometfijmmmix of theoretical and empirical

analyses of academics' incentives to pursue one or anotler attivities under consideration. Concerning
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researcha 'taste for science' hypothesis has been put forward (Stern, 20@dh suggests that academics
are intrinsically motivated to do research, up to thentpof being ready to pay for it, in terms of lost
opportunities to engage in more financially rewardingviies (see also Stephan 2012). This is consistent
with some findings on academic entrepreneurship. Jensen, Thargbylhursby (2003) report that top
scientists may abstain from disclosing potentially marketédddnologies, as they would face higher
opportunity costs (in terms of distraction from researchgdtired to engage in development activities (see
also Thursby and Thursby 2003).

Based on a survey of PhD students in life sciences, physichandstry at U.S. institutions, Roach and
Sauermann (2010) show evidence of a 'taste for teaching' s'eathing is considered as 'interesting' or
‘extremely interesting' by about 70% of their sample, while toeresponding percentage for
commercialization activities is around 40%.

Finally, Lach and Schankerman (2004, 2008) provide strong evidenceavtigat it comes to technology
transfer activities, academic scientists are highly sengiifi@ancial incentives. In particular, their decision
to disclose their patentable research results to thersitivelepends heavily on the royalty-sharing schemes
put in place by the administration. This sensitiveness maydukated by age and seniority. Thursby and
Thursby (2004) find that the propensity of faculty membersngage in collaboration with industry may
depend not only on personal preferences and personal interestisaoon life cycle effects. In this respect,
older scientists may be more willing to cash in on their knowledgets than their younger colleagues, who
are bound to research and publishing by the need to climbeugcademic ladder (Audretsch and Stephan
1996). This may hold true especially for professors of contih&eopean countries, whose academic
environment is characterized by lower competition andémigib security than the U.S. one. Nevertheless,
technology transfer activities, and consulting in particulay fme related not only to income opportunities
or commercialization efforts, but also directly linked tademics' research projects, i.e. being motivated by
the desire to gain insights or to access research alatéFhe distinction is important because of its impact
on the nature of spillovers towards research (Perkmann anth RGOS).

When considering academics' incentives to engage in technolog\etrases§hould also pay attention to
demand factors, especially when comparing researchers frarediffdisciplines. A broad distinction can be
drawn between basic science (including mathematics) and erigmegapplied) fields, with the former
offering fewer consulting opportunities than the latter. ard Rhoads (2004), based on a survey of U.S.
faculty members, suggest that 52% of engineering academics engamsulting, while the corresponding
percentage is 24.2% for mathematics and 29.2% for physical ssidd@sed on a sample of UK academics,
D'Este and Patel (2007) find that engineers are markedly mame fw get involved in consultancy activities
than mathematicians and physicists. In their sample 81%edrehers in mechanical engineering, 74.4% in
civil engineering and 69.8% in electrical and electronic engimgénteract with companies through external
consulting, whereas such percentages drop to 37.4% for physiuiste anly 20.4% for mathematicians.

Similar findings come from Landry et al. (2010), who compare engireeed natural scientists and from



Rentocchini et al. (2014), who show that more than 70% of Spacigdemicsn engineering engage in
consulting, as opposed to 40% in other disciplines.

3. A theoretical model of effort allocation between teaching, resear ch and consulting

3.1 Modédl description

We present, in a stylized fashion, the problem of dynamic e#fiiotation by an individual academic
between three basic activitiés:

1. teaching: not only intended to represent classroom time (whectneat as exogenously given), but
also preparation (which most affects teaching quality);
research: aimed at publishing in peer-reviewed journals;

3. consulting: which encompasses a broad range of firm-directed knowtemiggfer activities,
unrelated to ongoing research and paid for by the customengr ithian the university (from

professional advice to laboratory testing, expert witnesgisgnall-scale entrepreneurship).

We assume the academic to be active in two periods: pkngden she is 'junior' scientist; and period
2, when she is 'senidrWe assume that, in each period, the academic has anesfttmivment to allocate
between teaching {g research (g, and consultancy & Empirically, we cannot observe the academic's
effort nor the time she allocates to the different atisi However, we will observe both a proxy for the
guality of her teaching, based on students' assessment (thiewhle dependent variable in our empirical
exercise), and for her research productivity, measuretiebgtock of publications. For that reason we posit

in the model their theoretical counterparts, expressed byplbeiing relations:

qr = qr(er) (1)
qr = qr(ex) (2)
qt = q7(ef, ex) (3)
qk = qi(eR) (4)

In period 1, teaching qualityyf) and research productivity¥ ) are assumed to be strictly increasing and
(weakly) concave functions of teaching and research effgpectively. In period 2, research productivity

(q3) depends solely on research effort in the same periodp agmia strictly increasing and concave

2 Alternatively, one could think of the academic allocatingetbetween the different activities. For this assumptidoe defendable,
time allocation must be intended as actual use of time by the academic, rather than the “formal” (i.e. contractual) allocation of time
across activities. Such contract specifications, whiehpeesent in some university systems, are absemalin Notice that this
interpretation is consistent with the assumption that teffonot observed, which is conventional in economic analgsis. in
principal-agent models).

* In our model, we do not distinguish between academic rank aratigerin the empirical analysis, both rank and age wilubed
as independent variables.
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function, while teaching quality depends positively on curreathing effort and non-negatively on past
research effort, being? concave in both argumerit&inally, e?2 and e} are complementary ig?2, i.e. the
cross partial derivative is non-negative. This implies thattéaching-related effort is the more fruitful the
larger the stock of scientific knowledge accumulated over.time

The academic’s utility function is time-invariant, as follows:

u(qr, qr) = ur(qr) + ug(qr) + m, (5

where ¢ and  (strictly increasing and concave functions), are respectivaybenefits from teaching
quality and research productivity, while m is the incomeoine comes only from consultantiy the form
of fees per time unip. In particular, givera consultancy fee, income can be expressed simplygas.
Consultancy fee plays a key role in the model and it is assumed to be ndkeeby three of the acadersic
characteristics: her scientific disciplireeniority, and past research productivity

Disciplines matter to the extent that they offer differmmsulting opportunities. In particular, we assume
a broad divide to exist between basic and applied sciences (@mgi)ewith the latter facing a large
demand for consulting, especially from small and medium dizew (we will elaborate more on this in
Section 4). The model captures this heterogeneity by meamsaftinuous parameter x affectimg with
disciplines ordered by increasing consulting opportunitiesgi.e> 0, whereg,, is the partial derivative of
the consulting fee with respect to x

As for seniority, we assume to change over an academic's career, witlfee in period 2, when the
academic is 'senior') being greater or equal #atfee in period 1, when the academic is ‘junior’). The
assumption is meant to capture the effect on consulting oppcetutiitat seniority may have per se, for
instance by going along with the academic's social capitdkisid outside the university

Finally, we assume3 > 0, wherep3 denotes the partial derivative of the consulting fee instu®nd
period with respect to research productivity in periog®ldepends non-negatively on research productivity
in period 1 because scientific reputation (derived from puiilics) can act as a signal for perspective
buyers of consultancy services the analytical solution we will also have to consigg, and @2,
representing respectively the second derivativ@?ofvith respect taj; (with @4, < 0) and the cross partial
derivative with respect to x amg, on whose sign we stay agnostic.

The academic plans her efforts in order to maximize heathugility, defined as the sum of utility in the
two periods (we assume no discounting to take place). Nttt a link between the two periods exists
because research productivity in the first period affects teaithing quality and the economic returns from

consulting in the second period.

* Notice that it is the research effort, not the researatygtivity, that impacts on teaching quality. This is becalsdatter builds
on scientific knowledge irrespective of this being publistredot.

° Notice that we are not considering any experience effeigaiching nor in research, which would have complicated thee ent
setting without adding further insights.

& We do not consider explicitly the professor's wage, whschat problematic as long as it does not depend on pastrentc
research and teaching effort. This assumption is discussked following section.
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3.2 A discussion of the assumptions

A brief discussion of our assumptions is in order.

First, our utility function implies, consistent with thaste for science' and 'taste for teaching' literature,
that both teaching and research provide an intrinsic 'sditsfato the academic, while consultancy provides
income, but no intrinsic 'satisfactiorAs for teaching generating no income, we can rationalize such
assumption by stressing that, in most universities worldwide, @dngron for academsdo be paid a fixed
wage for teaching or, more generally, that explicit mawyetaentives associated to teaching airéimited
importance (especially if compared to profit opportuniti@nfrconsulting). Similarly, while we recognize
that research excellence has a positive impact on caleancement, we assufh@ot to generate additional
income. This is indeed the case in all university systems (sutte dimlian one in the time period spanned
by our data) where seniority affects wages as heavily asadwdncement and/or rank advancement itself is
considerably based on seniority (and any additional incoora &dvancement is negligible compared to
income gains from consulting).

Second, we do not distinguish between the substantive qualigpadiing (as feected by the instructor's
contribution to the students' understanding of the subject) and theearedvpd, or reported, by students,
which may also be fiuenced by the instructor's personality or the expected succpsssing exams. We
are forced to make such assumptions by the data at our disgb&ai, come exclusively from students'
evaluations, as it is most often the case in the literdture

Third, we assume disciplines to differ only in terms of ctiimgy opportunities, which implies that i)
marginal utilities from research and teaching efforts dodepend on the discipline; ii) disciplines do not
affect teaching quality, as perceived by students. The latterobably a more restrictive assumption (as
students may enjoy some courses more than others, depending on tHma)idwip we will argue that, in
the case of our empirical exercise, this is not a probiensate.

Last, but not least, we posit the existence of unidirectionapasitive spillovers from research to both
teaching quality and consulting fedlsat is we exclude any reverse spillovers to research anfi:eiyack
between teaching and consulting. We justify such assumptions es<olDn the one hand, they are more
than enouljto generate quite complex interactions between the ivesntd conduct the three activities. On
the other, they are justified because of our empirical apiplicads for the lack of effect from consulting to
research, we are interested only in those consultansjce® that merely involve the use of existing
knowledge, defined as 'opportunity-driven' consulting by PerkmadnVéaish (2008). Té assumption
would be less justifiable for more ‘research-driverrnfoiof consulting. As for assuming no benefits from
consultingto teaching quality, this may face the objection that acaenmvolvement with industry may

bring along several opportunities to improve existing educationalrgrsg or to create new ones (see

" Nevertheless, such an effect would have simply increhseeturn from research effort in the first period.

8 Section 4.1.1 is fully devoted to a discussion of tsedf teaching quality evaluation through students' questiesna

® Formally, positive spillovers between research and céngwould be represented by assumir@y ec), with us being increasing
in both arguments and the cross-derivative being positivés &uassumption would increase the allocation of effore¢earch and
consulting and reduce teaching effort.
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Stephan 20Q01for some historical examples). More generally, universigustry relations (including
consulting) may benefit students by creating new or better pgortunities. While not denying the
importance of these two effects, we observe that thediomaterializes over the medium to long term (as
changing syllabi requires time), while the latter mostly comeegraduate students or, in the case of
undergraduates, has to be mediated by the universities' jobnat offices. This leaves our model best
suited to capture the short-term impact of consulting on tleedmroted by academics to prepare classroom
activities and teaching materials, as well as their avathahil students outside the classroom.

3.3 Analytical solution

The model is solved by backward induction. In period 2, afteggihg the time constraiimto the utility

function, the academic solves the following unconstrained maximizptoblem:
max,z .2 ur(q7) +ur(qR) + @ (x, qp) (t — ef —ef). (6)
The first order conditions (FOCs) dfe:

ur(aPar (er®) = 9°(% er) ()

uR(aR)ax" (ex™) = 9°(% eR) (8)

In period 1, the academic maximizes the total utility dwer periods. By applying the envelope theorem

. du*? .
to obtaln%, we can derive a second set of FOCs:
R

ur(eraz (er") = 9'(¥) (9)
up(aR)ag' (ex)+u'r(aPars(er? ex) + ohay’ (ex?)(t—ef? —ex?) = ' (x) (10)

In order to simplify the analysis of the model, but withoutdiifey in any significant way the results, in

what follows we will consider specific functional forne §7 g%, ¢, q3:**

qr = ar ey (11)

qr = ag €i (12)

'°As usual notation, in (7) and (8);(q2), uz(q3), 45*(ey?) and qz*(ey?) represent first derivatives. The same is in (9) anji (10

1 (11)-(14) satisfy all the conditions we imposeggnandgy in Section 3.1. We notice that the linear formulationd ir)-(14) is
not particularly restrictive as long as(qr) andug(qg) are strictly concave.
8



CI12" =ar 312" + aTRell? + ﬁTReTZ'ell? (13)

Gk = ag ef (14)

with all the parameters in (1{)4) being positive. The first order conditions become:

ur(@D)|ar + Brrex'] = *(x ef) (15)
W r(qR)ar = p°(x ef) (16)
ur(qrar = ¢'(9) (17)
ur(qR) +ur(q)|ars + Brrer’] + grag (v — e7” — ex?) = ¢' (%) (18)

3.4 Model implications
From the model, we derive the equilibrium relations involvinghe®y quality and:

1.  academic seniority (seniority effg¢ct
2. past research productivity (research productivity effect

3. consulting opportunities (consulting opportunity effect).

The seniority effect is given by the difference betquﬁ’ﬁ andq%‘*:

2, 16 _ 2, 1, 1 1 2,
qr" — a7 =ary (eT* - eT*) + argey +Prreg er” (19)

The sign of (19) is ambiguous because:

o apger +PBrrenter” is positive, but

o e%* — e%’* has an ambiguous signo Tinderstand why, compare equat{@b), the first order
condition for teaching effort in period 2, and (17), the correspgrfitst order condition for
period 1. On the one hand, the marginal cost of teachingh&eonsulting fee) is higher in
the second period than in the first one, which suggests a lowerbequilivalue of the
teaching effort in the second period. At the same time, thotigh marginal utility of
teaching is also higher in the second period, s'[?yc;@a;‘;'l is positive (equation (15), left
hand side), which suggests a higher equilibrium value of ttehitesn effort in the second

period.

It is only by considering the role of discipline-specific coriegltopportunities that we can partially
resolve this ambiguity. The easiest case to analyze is thdis@plines where consulting opportunities

abound, but scientific reputation does not act a sigpal ¢lose to zero). In this case, we expect a negative
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seniority effect. Sincep® is large andp3 small, the incentives to invest in research in periodellaw,
which results in a low value fm;'l. As for the incentives to invest in teaching effort inquk2, sincep? is
high, we can expect bo#j;? ande;" to be small ane;* — ex! to be negative. By plugging small values
for ey, ex” ande!, and a negative value faoe;? — e in equation (19) we may easily obtain a negative
seniority effect.

In disciplines with limited consulting opportunities (i.eithwalues forp® andg? both low and similar)
we can predict a positive, or moderately negative effetitedticademic seniority. In this fields, investment
in research in period 1 tends to be high becauisés small. This has a positive direct effect on teaching
quality in period 2 and it positively affects the marginaumetof teaching effort. At the same time, the
similarity of values forp! and ¢? implies that the marginal costs of teaching is relaticelystant over time,
which leads to positive, or moderately negatia?e* —er*. While ambiguity still persists in this case, a
testable implication of the model is that, when comparing disegplwith few consulting opportunities with
disciplines with many ones, but not based on scientific reputdtierseniority effect should be larger in the
first case than in the second, irrespectively of the sign adffhet.

The case for which ambiguity cannot be easily resolved cesmadisciplines with many consulting
opportunities, but conditional on scientific reputation. Hecadamics invest heavily in research when
juniors, with positive direct and indirect effects on téag quality when seniors, but, at the same timere
incentives to consult

Ambiguity also surrounds the research productivity effectthigimpact of past research productivity on
*,2

present teaching quality. In the model, this correspont%%{ﬁo (by definition there is no past research in
R

period 1).
On the one hand, past research has positive direct and ingfiiecit on teaching quality as shown in
eguation (13). On the other hand, a high research output as juay increase the consultancy fee in the

second period, thus increasing the marginal cost of teachingednding the equilibrium teaching effort

er?. Formally, we obtain:

dq;:z _ 1 dq;"z _ *,2 *,1 de;"z
das a—de;l = ag + Brrer” + (ar + Prreg )_dq;é1 (20)
which after some manipulationsan be formulateds®?
dar” _ 1 [_ur(ah) Bre-vkag 21)

*,1 *,1
dag  ag l-uf @ (ar +Brreg’)

2 In equation (21) and followings} (g2), u% (¢2), uy (qk) andu} (¢2) stand for second derivatives.
10



In equation(21), the denominator is positive (singg(q?) is negative by assumption), but the numerator

has an ambiguous sign, because hdtty?) frr andp3ay, are positive. To solve, or at least reduce the
ambiguity, we will further assume that3 is relatively constant: in other words, the signaling effefct
research output for consulting is not characterized by stiecgeasing returns. Coupled with the earlier
assumption thati;(g%) is concave, and therefor€ »(g%) decreases with research productivity, it implies
that the research productivity effésteither: i) always positive; ii) always negative; iii) first positive and
then negative (clearly, i and ii are special case of #in alternative look, which we will also explore in the
empirical analysis, is through the mediating effect of gifierfields. If we compare fields with low
consulting opportunities with fields with large, but non resleaensitive opportunities (both having low

values for the termpZay ) then the research productivity effect is expected tadmmtive in the first case

! is high) and positive in the second case (becayiseis low). Instead, for fields in which

(becauseey
opportunities are large and research sensitive €. reaches intermediate values), predictions are less

clear-cut.
We finally consider the consulting opportunity effect. By applyingrigicit function theorem on (15)-
(18), we obtain:

*

- de dejt 2\dept
dey <Px+<PR0‘R dx +uT(qT)5TR —uy (qT)(aT +Brreg )(aTR"'ﬁTReT ) dx 22)
dx uf (qT)(aT+aTReR 12
det
dey?  oi+phag—L
=T 2 2 (23)
dx ug (qg)(ar)
deit 1
= (fx (24)
dx ur (qp)(ar)?
*2 *,2
T dep® deq
deg’ ‘Px—aR pir(t—er®—ez®)- uT(qT)BTR teRag (i T) (25)

dx ug (ag)(ag)?+uy (qT)(“TR+BTReT ) +tag ‘PRR(T_eT —ex?)

Equation (24)is negative in force of our previous assumptions, which meahsviha@xpect consulting
opportunities to negatively affect teaching effort (aradiore teaching qualitydf junior scholars.

With additional assumptions, we solve the ambiguity involving (22) @3), concerning the sign of
marginal effects of consulting opportunities on peridgd tBaching and research efforts, respectively. We
ensurg(23) to be negative by assuming that the direct effect aEroonsulting opportunities greriod 2’s

fee (2) more than compensate the indirect effect associatecbte aonsulting opportunities in period 1

* *,1 *,2
(pag d:R —B )8 That is: 2 + @2ay d;‘: > 0, from WhiChd;; < 0. We ensure (22) to be negative as well

Y For consulting opportunities depending on past researchndhiedt effect is as follows: by reducing the researfdrtein the
first period, high period 1’s consulting fees may in fact reduce consulting fee in period 2.
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*,1

by assuming thatp? + @p2ag d;i is not only positive, but large enough to compensate any ihdifiect

*,1
occurring via the impact th‘aicgi— has on the marginal return on teaching effort.

What is left ambiguous is (25yhich tells us whether junior scholars’ teaching quality is positively or
negatively affected by consulting opportunity. On the omelhanore consulting opportunities increase the
marginal cost of research effort. On the other hand, alsgyincrease the return on research effort, at least i
those fields in which scientific reputation is importantith\{22) and (23) both negative, and therefore

*,2 *,2
dde—f; + dde—;<0, the sign of (25) is determined by the sign and absolute valygs, aind the absolute value

of @3. When both are negligiblegs in disciplines in which consulting opportunities do not depend

*,1
scientific reputation, then the numerator is positive andrasw% is negative. If not, predictions are less

clear-cut, and depend on the absolute valugZoaindg?2; , as well as on the sign of the latter. For instance,

*,1
when both are large and positi\?jlé},;L may also turn oub be positive:*

In order to summarize the results obtained, Table 1 reperfgddictions of the model.

Table 1. Mode predictions for Seniority, Research productivity, and Consulting opportunity effects

General Predictions by discipline (as function of consulting
predictions opportunitiesand role of scientific reputation)
) @ @)
Few Many Many opportunities,
ooportunities opportunities, non reputation-
bp reputation-based based
Ambiguous (either| Positive (or less
Seniority positive or negative than in Negative Ambiguous
o negative) (2))
% Research Nonlinear (from
- L positive to Negative Positive Ambiguous
] productivity neqati
® gative)
S Negative for junior
= . 9 J Negative for both | Negative for junior
Consulting scholars, A . .
, . junior and senior | scholars, ambiguou
opportunity ambiguous for - scholars for seniors
senior scholars

4. Data and methodol ogy

4.1 Data

All data for our empirical exercise come from the engingefaculty of an Italian mid-sized public

university (14,000 students, mostly undergraduates; 563 faculty memebtablished in 1982, as a spin-off

% In this case, the complementarity between consulting oppidesiand reputation leads the academic to invest in reseaotier
to increase the consulting opportunities in period 2.
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of alarger and older institution located at around 100km of distdhisepart of what was conceived, at its
birth, as a 'territorial universityi.e. one that should cater for the local demand of gedlifechnicians and
professionals, and contribute to technology transfer at the I@gzl In the period under consideration, it
consisted of four main departments, built around as many lg@aghs of disciplines: (i) basic science (i.e.
physics, chemistry, mathematics); (ii) civil engineering; (&lectronic engineering; (iv) mechanical
engineering. As for academic ranks and teaching loads, antheofi data collection the Italian academic
ranking system was a three-lagérone, with full professors (professore ordinario) as the mosbrseni
figures, followed by associate and assistant professors (prdeassociato and ricercatore, respectively).
All positions were tenured, with teaching loads set lgcallithin a range set by national legislation (see
Lissoni et al. 2011, and references ther&in).

Teaching evaluation data come from archival records regoiBETE results for all courses from
academic year 2005/06 to 2007/8&uestionnaires were distributed at the end of each courseamiled
on the spot by all the students attending classes on evaluatiomnday,the supervision of another student,
and not by the instructor (as a guarantee of anonymityAgeendix A for a template).

Our observations are courses. For each course we know thetossr name, age, gender, the number of
courses which she was in charge of, and whether she belongkd faculty staff or was an external
appointee (at the time of the evaluation). In case of éehimstructors (the only ones we retain for our
exercise), we have information on their rank and disap as well the number of total publications and
citations listed under their name in the Web of Knowledgaldete, published by the Institute for Scientific
Information, from 1975 to the first observation year. In additie@also have information about the number
of patents held by the instructor, as registered at thedddfor European patenting offices.

Summing up, our database consists of unbalanced panel data, corpased6é observations on 175

tenured professors over three observation years, during whiokenoal organizational changes took place.

Table 2. Number of professors by academic rank and scientific field

Rank/Field Basic science Civil eng. Electronic eng. Mechanical eng| Total
Assistant 10 17 14 25 66
Associate 13 11 13 17 54
Full 6 15 13 21 55
Total 29 43 40 63 175

!5 Full and associate professors in our university had the sampulsory teaching workload (120 classroom hours), while the
national legislation established no or reduced workloadadsistant professors, depending on their seniority. Aateemof fact,
most assistant professors did teach as much as theirsseas refusing to do so would have been a considered aydidpla
uncooperative behavior (due to the high student/professos iatd limited funding for attracting valuable externafrirctors), with
negative consequences for promotion. At the same time, falcildty members were free to take on additional counséda paid

for them, not many took up this opportunity and those who did dgnenaght only one extra course. In any case, in the ssgnes,
we control for extra teaching loads. Notice finally teatme courses were assigned to external instructors, suguag master's
degree graduates (not yet enrolled in a PhD program), poofeBom other universities, or local professionalgshése cases, we
exclude them from our regressions. With a few exceptionspatses consisted of 60 hours of classroom teaching andredlihe
same number of credits.

6 During the three years of observation, the faculty of engimgeffered seven different bachelor's degrees and ten neaste
degrees.
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Table 3. Stock of publications, citations, and patents by scienfitic field

Scientific field Mean Std Min Max

Stock of publications

Basic science 15.93 23.71 0 83
Civil eng. 2.67 4.25 0 15
Electronic eng. 7.03 7.39 0 33
Mechanical eng. 2.83 4.25 0 22
Stock of citations (publications

Basic science 241.21 468.84 0 1662
Civil eng. 23.41  40.09 0 166
Electronic eng. 69.66 78.95 0 359
Mechanical eng. 31.03 63.78 0 327
Stock of patents

Basic science 0.20 0.68 0 3
Civil eng. 0.19 0.79 0 5
Electronic eng. 0.98 1.74 0 6
Mechanical eng. 0.76 1.83 0 9
Stock of citations (patents)

Basic science 0 0 0 0
Civil eng. 0 0 0 0
Electronic eng. 3.95 10.68 0 55
Mechanical eng. 2.05 7.32 0 41

Table 2 reports the number of instructors by scientifild feand academic rank at the beginning of the
time span (2005)’ The sample is quite uniform across both rank and fighe. department of basic science
is the smallest, with only six full professors. In contrést, department of mechanical engineering is the
largest, followed by civil and electronic engineering. Overalld in each department, the number of
assistant professors is slightly higher thiaat of assistant and full professors.

We measure the past research effort of each professor byeitsiagher stock of publications (proxy for
guantity) or her stock of citations (proxy for quality). Table 3 po®g some descriptive statistics. Consistent
with the existing literature on scientific productivity etientists (Stephan 2010), we do observe an
extremely high asymmetry, that is a coexistence of manyodnptive professors (no publications) wih
few very productive onesFurthermore, w find significant differences across departments, with basic

science exhibiting a higher average number of past publicatrmhitations. While this difference may

I Only few professors changed their academic rank during tleeviimdow considered, whilst none moved to other departments
(disciplinary fields).
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depend upon the specificity of the knowledge production process bfdésapline (with physicists and
mathematicians typically publishing more than engineers; seg ®004), some circumstantial evidence
exists that pointso a more substantive explanatidm particular, the latest nation-wide research evaluation
assessment conducted in ltaly (VQR 2a@3110), ranked the department of basic science well above the
national average (for universities of the same sizbjle the engineering departments were about average.

As for measuring consulting activities, we do not dispose fofrimation at the individual level, as this
would require accessing sensitive data that are vemy, fifanot impossible, to obtailf. Luckily, cross-
disciplinary differences in terms of consulting opportunitieslarge enough to allow us to test our madel'
predictions by focusing merely on a set of dummy variableschwbapture each individual academic'
disciplinary affiliation. We base our argument on both some gestatements on the scient®lustry
relationship, as provided in Section 2, and on some remarks othkawlationship unfolds in the specific
university under study and its surrounding economy.

The university is located in a high-GDP, manufacturing-itenarea of northern Italy dominated by
metalworking and mechanical industries. Within the privatdosethe largest demand of graduates in
engineering comes from the small and medium enterprises (SMESs), repigsent the backbone of the
local economyand work mostly as specialized suppliers of components and machisesalfintensive and
traditional sectors, both in Italy and worldwide. This sugg#dsit members of the engineering faculty's four

departments face sensibly different demands of consultingesrvi

e For civil engineerslocal consulting opportunities abound, as they arise fromrge ldemand for
projects and expert assessment of infrastructure as wedtitognd production sites, coming from both
firms and local administrations.

¢ Similarly, mechanical engineers help meeting the large denmamtdfessional expertise expressed by
the many local SMEs when dealing with their core metalworkintgraechanical business.

e As for electronic engineeringhey face a mix of local demand (for consultancy concerningepsoc
innovation and the insertion of electronics and IT in mechhmpicaducts), as well some national
demand, often mediated by consortia of universities.

e Members of the basic science department, on the conhavg very limited consulting opportunitjes

due to the local and national paucity of science-based inehistr

8 Some previous studies collected information on consultingotmer knowledge-transfer activities through surveys on gelar
sample of scientists. This approach does not seem attrécour case, due to the relatively small size of #mepde and an expected
high rate of non-response. Alternatively, one could ask atoedepartmental records of contracts signed by indivatademics
with companies for activities such as testing, quality cbrtdvice, architectural and civil engineering projects athér activities
that fall squarely in out definition of consulting. At theé when the data were collected, however, obtaininglate on teaching
evaluation was already a major success, which we did aot to jeopardize by asking other highly sensitive dataa Datthese
contracts are indeed made available by universities to thestl}i of Education, but at an aggregate level. Refesaggested to
measure consulting activities with patents signed by academiaur sample, but we think this not to be appropriate (thoug
control for them). First, academic patents concentragellain fields which are absent from the faculty of engiimggre study (that
is, they are mostly found in Pharma & BioTech, followeddsganic Chemistry). Second, patents are by definition thitsesf the
creation of new knowledge, as they protect novel and nonobvioas, iddile by consulting we intend mainly the transfer of
established knowledge. Third, a large literature pointtioat academic patenting and publishing are highly complementiéty,
academic inventors being top scientists in their fieldsafrand Lissoni 2010).
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Some recent results from the VQR 2004-2010 confirm this view. Ttese include, among others,
information on revenues per capita obtained by each univatsppartment from contract research and
professional services. While being just a fraction of whaividual academics earn from their overall
consulting activities? these revenues can be used to rank departments. Thig srgest in the department
of civil engineering, followed by mechanical and electronic emging, and, much distanced, by all
disciplines represented by the department of basic science (ANUB).

Some evidence in the same direction comes from the acaderitipatdata (see again Table 3). The
total number of patents is limited, aadew professors hold most of theiost notably, the electronic and
mechanical engineers exhibit the highest share of patents pesqmg most of which are not owned by the
universities but by private firms (more than 70% of the }ptahich suggests #t they are the result of
consulting or, at most, contract research

Finally, the four broad disciplines differ also in terms of ittn@ortance that scientific reputation may
have to increase an individual academic's consulting oppietinin the absence of a strong publishing
tradition (especially in peer-reviewed journals), andadnsideration of eminent local nature of demand for
consultancy, civil engineering is the field with the least @alfiscientific reputation as signal. For the same
reason, at the opposite end we find all disciplines in basenas with electronic and mechanical

engineering in between.

4.1.1 The measurement of teaching quality: a note on SETE data and self-selection

Albeit widely used, especially by administrators and scBpBETE data have been the object of several
controversies. The reliability rests on the assumption that students are welligrosit to monitor their
instructor's performance, thanks to their classroom experidteze after year, the SETE methodology has
become more comprehensive and accurate, with the insertionrefspecific evaluation criteria and more
precise implementation guidelines.

The main criticism to SETE data portrays them as flawedbybtased incentive they would provide to
instructors. The latter would be pushed to engage in popuamittests among students, which would have
little to do with the students' effective learning, or vebaffect it negatively (Emery, Kramer, and Tian 2003;
Braga, Paccagnella, and Pellizzari 2014). We notice, howekat, the SETE data collected in our
engineering faculty were not meant to have, nor they everangdmpact on the instructors' utility, as they
did not affect wages or career advancement (this was ifirid gte case for most Italian universities). They
were collected only to comply with existing legal requiees and never published or discussed in faculty

meetings” Only the instructor (along with the dean of the faculty) knew evaluation results, andla

19 They mainly originate from the few contracts that the iicilials prefer to sign via the department, rather thanopelly,
whenever they need to use some of the department's égcditias part of informal arrangements (aimed at tgastime revenue vs
more freedom to take time to attend to personal busindtsrs)a

2 In Italy, SETE data collection, by means of standard questices (possibly adapted by the individual institutions), dsnmted
by the National Committee for the Evaluation of the UnitgrSystem, a governmental agency created in 2000 with thafispe
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adjustmentsof teaching style or syllabi were entirely left to the inswtst goodwill™ Finally, still
nowadaysltalian universities never request individual SETE data fralmgjpplicants, nor consider them in
decisions on promotions. In conclusion, this passive attitude toweadking evaluation is reassuring for
our use of data, as we may expect that instructors neesf stcategically upon them

Neither is self-selection of students in high teaching-quatty low-quality courses an issuas the
engineering fadty students' curricula were and still are set rigidly by a rhilkegal and local regulations
Students can choose among a fairly high number of curricotaypgd according to their professional
orientation (business, civil, electronic and mechanical engimgebut have very few or no optional courses
and only one instructor is available for each coéfs@ourses are assigned to instructors largely on a
seniority basis, with senior faculty members choosing botthimnselves and for their junior colleagues, to
whom they are usually tied by strong master/apprentice relationship. This could introdub@sin our
data, with more senior scientists choosing courses from wingghexpect higher student' evaluations; as we
will see, however, we find that seniority is negatively aisted to students' evaluations (when the

association is significant). Thus, if the bias exists, it doesmalidate our results.

4.2 Methodology

We proceeddin two steps. First, we explored the students' questionnairesdiysnof exploratory factor
analysis (EFA), in order to build a synthetic indicator othé&ag quality, and further synthetic indicators of
environmental conditions that may affect students' judgment. Waedthree factors, which, based on the
correlation with single items of the questionnaire, wergefas "teaching quality" of the professdioverall
guality" of the degree; and "infrastructure qualifyiore details in Appendix B).

Second, we ran a regression model with teaching qualitieadependent variable, and the instructor's
characteristics (academic rank, stock of publications ati@its and disciplinary affiliation) as the main
explanatory variables. As for controls, we consdeboth the environmental conditions in which each
coursetook place (such as the overall quality of the degree, the yodliibfrastructure, the size of the class,
the level of the degree - bachelor vs. master - and tinmeriles) and some further individual characteristics
of the instructor. Among the latter, besides age and gendemngaered thendividual’s overall teaching
load andprevious experience with the course taught (whether she wésngaicfor the first time or not}

For the complete list of independent variables and their Hasariptive statistics, see Appendix C

purpose to coordinate the evaluation activities of public usites, which constitute the vast majority of Italiagher education
institutions. As a matter of fact, the data were nesedu

2L Bianchini (2014), using the same data, shows that students'tesasudo not provide any feedback to improve future teaching
Eerformance, either at the university or the individuatle

2 Self-selection might still occur across degrees. Howeanchini, Lissoni, and Pezzoni (2013) show that students'
characteristics, which vary across degrees, do not mgv&gnificant impact on their teacher evaluations.

% QOur original exercise also included, among the contthésinstructor's stock of patents (or alternatively the stock of patents’
citations), which one may assume to be a proxy of exteonainitment, but we never found it significant. Notice howeliat Goel
and Goktepe-Hultén (2013), for a sample of German scierftigisthat consulting, i.e. the form of interaction with indyshat is
most relevant in our case, has no robust impact on acagateitting.
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Our time series is very short, and no major changes in tlamiaegion of the courses, or assignment to
instructors, occurred during the observation period. As oun o@icern was mainly to preserve the sample
size we implemestd a pooled cross-section model (Ordinary Least Squares esiiyaticluding a set of
time dummies to account for potential macro-level dgesfi Since the same courses are most often taught
by the same instructors over the years, we egé&a account for the possible correlation in the ereoms
over time. We dealt with this problem by clustering the stahderors at the professor level. Finally, robust
standard errors are obtained via bootstrap procétiure.

Based on the theoretical conclusions formulated in Sectione2pmduced three different model
specifications. Model (1) looks at the seniaritgsearch productivity and consulting opportunity effect
without distinguishing between disciplinéBhe research productivity effect is investigated considesing
nonlinear (quadratic) formulation. In model (2), we intérseniority (academic ranks) with the disciplines
with "assistant professor in basic sciences" as the refecategory. Finally, model (3) keeps the interaction
between rank and discipline, but substitutes the nonlinear effecoductivity with the interaction between

stock of publications and disciplines.

5. Results

Table 4 reports the estimated coefficients for the mainaegpbry variables whereas Appendix D
contains the estimates for the full list of contré$§ specifications exhibit a satisfactory explanatory power
(R? always close to 0.50).

Although we are cautious in claiming the existence of a taelssionship, results from model (1) show
that the seniority, research productivity and consulting wappity effects are broadly in line with the
predictions of our theoretical model.

Concerning rank (which proxies for the "seniority" varialol@ur theoretical model), we notice that, on
average, both associate and full professors obtain lovednagions than assistant professors, although the
estimated coefficient for associate profess®ssnaller in magnitude and not statistically significant. heot
words, the ambiguity that characterizes the model predidsigolved in favour of a negative seniority
effect. We interpret it as the result of the larger coimguthpportunities available to full professors.

As for research productivity, we find an inverted-U relalip between the stock of publications and

teaching quality, as predictétiResearch productivity has an initial positive associatioth weéaching

24 Since most information is captured by time-invariant o (i.e. scientific field, academic rank, stock pedtions), controlling

for individual fixed-effects would make it impossibledarry out our empirical exercise. The issue of possiblesereed effects is
however not too problematic in our framework. Indeed, aariaunobserved teaching ability, this would be problematiorielated

with some of our explanatory variables (in particulardfidbut we do not have reason to believe that this is dke. As for an
unobserved general ability, which could induce a spurious ctiorelzetween teaching and research, one can notice thamnivelc

both for age and rank. Our argument is that given age, highleishould in fact capture, at least partially, antst@ffect.

% standard errors are obtained out of 200 replications, whickranegh to obtain convergence. Notice that the same patterns of
statistical significance are obtained applying the starstardwich-White procedure.

% The stock of citations never turns out to be significanttarize parsimonious we have omitted the specification frobleTé

Following the suggestion of a referee we weighted the mitdits with a depreciation factor to put less value orp#st research

activities. We use the standard depreciation equdtiainis Stock Pub Depr = Y59k P “bm where Stock Pub is the

(1+7)
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quality, but diminishing returns may kick in over a certaireshiold (approximately 33 publications over a
professor's life cycle). Our theoretical model suggests tlah#ppens when, for high publication levels, the
marginal impact of publications on teaching qualitya the effect on the academic’s utility function)
becomes too smatb compensate for the negative effect associated with thyerlaumber of consulting
opportunities that come with a solid scientific reputatlois important to notice that in our case professors
with more than 33 publications are observed only in basic sc{seeeTable 3), so that we could expact
different effect of research productivity in this fiekhis, as we will see, is what we obtain in regression (3).

Finally, the consulting opportunity effecs negative With basic science as the reference caisis
corresponds to negative and significant coefficients forta#rodisciplines. In other words, when one does
not distinguish by academic rank, an average lower commitmentadtbing is observed in profession-
oriented disciplines, whose members tend to face extrdeatc engagements.

Our model predicts that the seniority effect could diffenoas disciplines and the consulting opportunity
effect across ranks. For that reason, we estimate modelligye we interact academic rank and discipline
dummies. First, as predicted by the model, associate andriofiéssors of civil engineering (where
consulting opportunities are unrelatedthe academic’s scientific status), perform constantly worse than
assistant professors. Second, no seniority effect is obsierbedic science (where consulting opportunities
are limited), witness the lack of significance of estimatedfficients for academic ranks. Finally, for
mechanical and electronic engineering, in which consulting tpmtes are affected by scientific
productivity, but the model predictions are not clear-cutaige find negative coefficients irrespective of
ranks. However, the magnitude of the coefficients for assoaiad full professor in civil engineering are
similar, whereas for mechanical and electronic engineehagtefficient is larger (in absolute value) for
full professorsWe interpret this result as suggesting that, in civil engineesiemgjority is not as important
for getting consulting opportunities as in other engineering disefl where it seems that the impact of
scientific reputation on consulting opportunities prevails oreffext on teaching quality.

Finally, in model (3) we further explore the research pradtgeffect, based on interactiof the stock
of publications with the field dummies. We find that thegiaal effect of publications is not significant for
basic science and mechanical engineering, wihils positive and significant both for electronic and,
egecially, for civil engineering. As shown in Table 3, ceilgineering and basic science represent the two
extremes in terms of propensity to publish. Therefore,gint Iof our theoretical model, we interpret this
evidence as suggesting that past research commitment is pdstibdaeficial to teaching quality when
scientists tend to publish less, and the consulting opporturiiteeme (as is the case for civil engineering)
Conversely, the marginal effect of past research productisitygull when scientists publish a lot and
consulting opportunities are limited (as in the basic scientas}, some mixed evidence emerges in those
disciplines with an average propensity to publish and abundantlioegsopportunities (mechanical and

electronic engineering)

count of publications until 2005;eary,,;,is the year of publication of paper i, and r is the deptieciaate. We assign to the
parameter r three different values, namely 0.02, 0.05 andReB38lts are in line with those presented in Table 4 and deailpbn
request.
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Table 4. Regression results

(1) (2) (3)
TQ TQ TQ
RANK RC Ref
RANK PA -0.1512
(0.1144)
RANK PO -0.3121**
(0.1380)
STOCK PUB 0.0274** 0.0267**
(0.0129) (0.0133)
STOCK PUB SQ -0.0004* -0.0004*
(0.0002) (0.0002)
BASIC SCIENCE Ref
CIVIL -0.4385***
(0.1535)
ELECT -0.5214***
(0.1386)
MECH -0.4716***
(0.1328)
BASIC SC *RC ref ref
CIVIL* RC -0.3181* -0.5804***
(0.1911) (0.1875)
ELECT *RC -0.4278* -0.6103**
(0.2498) (0.2515)
MECH * RC -0.4361* -0.5664**
(0.2303) (0.2233)
BASIC SC * PA -0.0747 0.0290
(0.2331) (0.2260)
CIVIL * PA -0.6614** -0.8678***
(0.3111) (0.2846)
ELECT * PA -0.5259** -0.7542%*
(0.2424) (0.2750)
MECH * PA -0.5765*** -0.6601***
(0.2105) (0.2052)
BASIC SC * PO -0.2682 -0.2025
(0.2783) (0.2948)
CIVIL * PO -0.6393** -1.1302%**
(0.2503) (0.2838)
ELECT * PO -0.8553*** -1.1419%*
(0.2644) (0.2964)
MECH * PO -0.6996*** -0.7891***
(0.2213) (0.2197)
BASIC SC * STOCK PUB -0.0030
(0.0056)
CIVIL * STOCK PUB 0.0780***
(0.0250)
ELECT * STOCK PUB 0.0298**
(0.0152)
MECH * STOCK PUB 0.0070
(0.0168)
Controls Yes yes yes
Obs 1,546 1,546 1,546
R? 0.5018 0.5052 0.5276

Notes *** ** and * indicate significance on a 1%, 5% and 10% levekpectively.
Bootstrapped standard errors (200 runs) are reportedentpasis.
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The most important objection one can raise against tpribgosed interpretation of our results is that
discipline dummies may capture several factors other than dogsotportunities, all of which could affect
students' evaluations. First, academics active in some discipbokkbe systematically better teachers (say,
basic scientists could be more gifted or enjoy teaching rhare&ngineers). However, we are not aware of
any evidence supporting this viéw.

Second, students could generally prefer courses in some dissjiaimkeconsistently evaluate them better
than the others. But in our case, we can safely presume emggnsteidents to have a preference, if any, for
engineering disciplines over purely scientific ones. Thus may conclude that, at most, our estimated
coefficients for such disciplines suffer from a positive biasclwhé compatible with our interpretatioA.
counterargument to this conclusion could be the following.uflesits have a preference for engineering
courses, this would positively affect their expectationsenms of the instructor's performance. As high
expectations can be more easily disappointed, this couldddader evaluations. In this case, our estimated
coefficients would be negatively b&d which runs against our interpretation. This possibilityds easy to
dismiss. However, we naseparate regressions for undergraduate and graduate coursésu@asdno
significant differences in terms of estimated coefficiedts the "high expectation” explanation is more
likely to apply to graduate rather than undergraduate stuftbet§ormer being positively selected, among

other things, by their academic interesis® draw some comfort from the restfit.

6. Conclusions and policy implications

Our paper contributes to an emerging research agenda on thecoatgiienships between universities'
three missions (teaching, research and technology transfegrtioular, we have examined the link between
research productivity, consulting activities, and teaching guatithe individual level. We have attached
great importance to mediating factors, such as academiorisggriind the disciplinary affiliation of
individuals. The former influences the link between redearonsulting and teaching quality via several life
cycle effects; the latter does the same due to the differesis of demand for consulting services faced by
academics in different disciplines. We outline these compiteradctions by means of a stylized model,
according to which academics distribute their research, d¢ong@nd teaching efforts over a two period
horizon, with past research influencing positively both thelity of teaching and (in some disciplines but
not others) the amount of consulting opportunities.

Some of our results confirm previous evidence, whereas the tyajbour findings add to the literature
by pointing out large differences across disciplingsich we explain with differences in the extent of
consulting opportunities and their dependence on scientific atput As for the seniority, for instance,
studies from the 1950s and the 1960s found a positive effect (e.qddd9b2), but the relation turned out
to be insignificant in some studies from the 1970s and the 1980s (eky himd Straus 1975). We do find a

2" In contrast, evidence from economics and business schoglsP@zo and Scoppa 2013) shows that mathematics instructors
receive significantly worse evaluations from students.
2 The results of these regressions are available upon teques
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non-significant effect, but only for basic sciente.contrat, for engineering professor, who enjoy more
consulting opportunities, the effect is negative.

As for the researelieaching nexus, we prove it to be nonlinear and heavily dependentossr cr
disciplinary differences, which may account for the inconekrsgss of the evidence produced so far by the
literature.

Finally, our negative findings, for some disciplines, on thesaltingteaching nexus are in line with Lee
and Rhoads (2004) on U.S. data, but in disagreement with didsandry et al. (2010), who detect no
correlation between the two activities.

Despite these contributions, our study suffers from a numbanétions. First, we did not have access
to micro-level indicators of academics' level of engagerireigbnsultancy activities. Our conclusions are
based on the coefficients estimated for a set of disciplidanymies, in a context in which we can safely
presume differences in consulting opportunities were greatessadisciplines than across individuals within
each discipline. However, in order to generalize our resaltess controlled contexts, we should try to
collect information at the individual level, which in tusmuld require to build a larger sample.

Second, it would be interesting to test our model over a Idimgerhorizon, possibly including more than
one university and extending the analysis to more disciplinesjbpos$s the social sciences and the
humanities (see the recent discussions in Amara, Laad/,Haliem 2013; and Olmo&ewuela, Castro-
Martinez, and D'Este 2014). Finally, different proxies of teaghjuality, less dependent on subjective
judgment, might provide more robustness to our findings.

As for policy implications, our findings suggest that, from a sogéfare viewpoint, the optimal mix of
academic activities varies by discipling general, consulting opportunities are detrimental tohiagc
guality, at least in the narrow way in which we defirted his suggests that, in principle, this particular form
of technology transfer ought to be disciplined by universitieg, in a smart wayln disciplines where
consulting opportunities abound, but only for reputed scientistse leniency should apply, as consulting
opportunities enhance early life cycle investmemb iesearch activities, which in turn may also benefit
teaching quality. The opposite holds in those sectors whensulting does not build on scientific
excellence, and ends up detracting from teaching quality. thereontracts binding the academic to the
university should focus on teaching, either by imposing (andiagacestrictions on consulting activities, or
by requiring the academic to share a significant amouhgiofevenue with the university (that is, by taxing
consulting revenues)

The second option, besides lowering to some extent the acaxlémsientive to engage in consulting,
would bring cash to universities at a time when governmentsreethem to step up their self-financing
capabilities. Notice that this policy recommendation wouddppetty radical if proposed for university
systemsin countries such as Italy and several other continental Eurapmantries, in which equality of
treatment is ensured by national legislation. In such systhmsentral government fixes both the wages
and, by-and-large, the teaching duties of academics regardfesie discipline and of individual

administrative and organizational work. This leaves lftéedom to university administrators when it comes
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to regulating or incentivizing their staff's other actest As a consequence, academics in consulting-
oriented disciplines hardly share their consulting revenuescarote pushed to do research when this is
unnecessary for improving their consulting opportunities. Notie¢ these policy conclusions are in line
with those of Sanchez-Barrioluengo (2014), who suggests that sSpaime-size-fits-all' model of
universities as centers of excellence in education, resaadctinird mission initiatives relies upon unrealistic
expectations on the interaction between the three adivitie

Notice also that the intensity of the link between rsifie reputation and consulting opportunities may
differ across universities, it being conditional on local demantefdiology transfer, depending on the mix
of industries and R&D intensity characterizing the economicesystin which the universities are
embedded.

Finally, our recommendations need to be assessed against the axpetential beneficial effects of
consulting that may compensate for lower teaching quaiigh as the stage and job opportunities that

academics with close contacts with industry can bring along.
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Appendix

Appendix A - Questionnaire template

Section A (organization of the degree)
Al. Is the overall workload for the academic period aaisp?
A2. Is the overall organization for the academic perio@ptable?

Section B (organization of the course)
B3. Have the arrangements for examination been clearly defined?
B4. Are the hours of teaching activities respected?

B5. Is the teacher actually available for explanation/ctation?

Section C (teaching)
C6. Is the prior knowledge owned sufficient to understand?
C7. Does the teacher stimulate interest towards the subject?
C8. Does the teacher explain the topics in a clear way?
C9. Is the relationship between workload and granted ciacteptable?

C10. Is the teaching material adequate for learning purposes?

Section D (infrastructure)
D12. Are the classrooms adequate for lessons?

D13. Are the classrooms and the equipment adequate for ex@rcise
Section E (interest and satisfaction)
E14. Am | interested in the course topics?

E15. Overall, am | satisfied with the course?

Note: the items related to the underlying latent factoteathing quality are highlighted in bold (see
Appendix B for details).
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Appendix B — Teaching quality measure

We implemented an EFA on all items of the questionnaregpt one in Section C, which concerns
laboratory activities and it is relevant for only a drmainority of courses) to unveil the latent structure
explaining the covariance of the original data. Table B1 sHiag& descriptive statistics for these items.
The outcome of this procedure consisted of a synthetic indichti@aching quality and further synthetic
indicators of environmental conditions that may affect studerdgnjent. More precisely, we made use of
the principal axis method in extracting the latent factorsortfer to obtain the estimation of the prio
communality we computed the squared multiple correlationdssiva given variable and the other observed
variables. Last, we allowed factors to be correlatetl witch other using the '‘promax’ rotation method (the
factors are uncorrelated at the time they are extraittesionly later that their orthogonality constraint is
relaxed). Table B2 shows that only three factors havegenealue larger than one. Factor 1 accounts for
74% of the common variance, followed at great distance bgréa2 and 3 (which explain respectively 15%
and 12%), with all the following factors scarcely relevaiie retain these latent factors for our analysis.
From Table B3, we notice that the three factors lend tHeesé¢o an immediate interpretation as 'latent
variables', as they are correlated, respectively, vethians B, C, E, A and D of the questionnaire. As for
interpretation, factor 1 is readily identified with thagy quality, while factors 2 and 3 capture quality of the

overall organization of the degree (what we define as owgrality) and infrastructure quality.
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Table B1. Descriptive statistics for each item (teaching dimension)

Item Mean Std Min Max

A. Organization of the degree
Al_M - period workload 251 0.45 1 4
A2_M - period schedule 2.64 0.39 1 4

B. Organization of the course

B3_M - exam mode 3.11 0.48 1.33 4
B4_M - punctuality 3.36 0.38 1.33 4
B5_M - willingness 3.28 0.35 1.90 4
C. Teaching

C6_M - preliminary notions 2.78 0.43 1.30 4
C7_M - raise interest 2.88 0.52 1 4
C8_M - clarity 2.96 0.51 1 4
C9_M - credits 2.73 0.49 1 4
C10_M - teaching material 2.82 0.44 1 4

D. Infrastructure
D12 M - classroom 3.17 0.38 1.44 4
D13 M - laboratory 3.08 0.42 1 4

E. Interest and satisfaction
E14 M - general interest 3.08 0.46 1
E15 M - overall satisfaction 2.88 0.49 1.25 4

D

30



Table B2. Eigenvalues of the reduced correlation matrix

Factor Eigenvalue Difference Proportion Cumulative
1 6.397 5.120 0.736 0.736
2 1.277 0.249 0.147 0.883
3 1.028 0.533 0.118 1.001
4 0.495 0.339 0.057 1.058
5 0.156 0.061 0.018 1.076
6 0.095 0.090 0.011 1.086
7 0.004 0.028 0.001 1.087
8 -0.023 0.041 -0.003 1.084
9 -0.065 0.013 -0.007 1.077

10 -0.078 0.033 -0.009 1.068
11 -0.111 0.040 -0.013 1.055
12 -0.150 0.004 -0.017 1.038
13 -0.154 0.021 -0.018 1.020
14 0.175 0.020 1.000
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Table B3. Factorial structure (threelatent factorsretained)

Teaching qual Overall qual. Infrastructure qual
(factor 1) (factor 2) (factor 3)

A Organization of the degre
Al_M - period workload -14 96* -4
A2_M - period schedule 3 80~ -3
B. Organization of the cours
B3_M - exam mode 76* -¢ -3
B4_M - punctuality 69* -11 -4
B5_M - willingness 81* -10 8
C. Teaching
C6_M - preliminary notions 28 32 21
C7_M -raise interest 80* 9 1
C8_M - clarity 87* 5 -5
C9 M - credits 11 68* 5
C10_M - teaching material 67* 14 0
D. Infrastructure
D12 M - classroom 1 -1 84*
D13 M - laboratory -4 0 84*
E. Interest and satisfaction
E14 M - general interest 43* 28 9
E15 M - overall satisfaction 82* 18 -2

Note: Each factor loading is limited to decimal pointsynded to the nearest integer, and multiplied by 100,
eliminating the decimal point. The asterisks appear nettietdactor loading the absolute value of which is gredtan
0.40.
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Appendix C — Descriptive statistics

Variable name

Table C1. Variable description

Description

Main variables
TQ

RANK ASSIS
RANK ASSOC
RANK FULL
BASIC SCIENCE
CIVIL

ELECT

MECH

STOCK PUB

Controls

AGE

GENDER
STOCK PUB CIT
STOCK PAT
STOCK PAT CIT
NEW PROF
LOW LOAD
MIDDLE LOAD
HIGH LOAD
CLASS SIZE

BA PROG

MA PROG
OVERALL QUAL
INFRAST QUAL
TD 2005

TD 2006

TD 2007

Overall teaching quality (factor-1synthetic indicator)

Dummy = 1 if professor's academic rank is 'assistant’

Dummy = 1 if professor's academic rank is 'associate'

Dummy = 1 if professor's academic rank is 'full’

Dummy = 1 if professor's disciplinary field is basiesce

Dummy = 1 if instructor's disciplinary field is civil emggering
Dummy = 1 if professor's disciplinary field is electimangineering
Dummy = 1 if professor's disciplinary field is mechah&magineering

Professor's stock of publications from 1975 to the fioseovation year

Professor's age

Dummy = 1 if professor's gender is female

Professor's stock of citations from 1975 to the firsteobation year
Professor's stock of patents

Professor's stock of patents’ citations

Dummy = 1 if the professor teaches the course fofitbtetime
Dummy = 1 if the professor teaches one course per year
Dummy = 1 if the professor teaches two or three ceysse year
Dummy = 1 if the professor teaches more than threesesuyrer year
Number of delivered questionnaires

Dummy = 1 if the degree level is bachelor

Dummy = 1 if the degree level is master

Overall quality of the degree (factor-Zynthetic indicator)
Infrastructure quality (factor 3 synthetic indicator)

Time dummy (academic year 2005/06)

Time dummy (academic year 2006/07)

Time dummy (academic year 2007/08)
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Table C2. Descriptive statistics of the main varibles and controls

Variable Mean Std Min Max
Main variables

TQ 0.01 0.97 -3.23 2.47
RANK ASSIS 0.25 0.43 0 1
RANK ASSOC 0.35 0.48 0 1
RANK FULL 0.40 0.39 0 1
BASIC SCIENCE 0.17 0.37 0 1
CIVIL 0.22 0.42 0 1
ELECT 0.23 0.42 0 1
MECH 0.38 0.49 0 1
STOCK PUB 6.18 9.82 0 83
Controls

AGE 44.89 9.01 28 69
GENDER 0.25 0.43 0 1
STOCK PUB CIT 68.94 170.13 0 1662
STOCK PAT 0.59 1.43 0 9
STOCK PAT CIT 1.91 7.63 0 55
NEW PROF 0.02 0.15 0 1
LOW LOAD 0.16 0.37 0 1
MIDDLE LOAD 0.73 0.44 0 1
HIGH LOAD 0.11 0.31 0 1
CLASS SIZE 39.13 34.54 3 213
BA PROG 0.48 0.49 0 1
MA PROG 0.52 0.49 0 1
OVERALL QUAL -0.01 0.95 -3.62 3.45
INFRAST QUAL 0.01 0.89 -4.19 2.37
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Appendix D — Estimated coefficients for control variables

TableD1. Control variablesin Table 4 of main text: estimated coefficients

(1) () )

TQ TQ TQ
AGE -0.0122* -0.0118* -0.0120*
(0.0068) (0.0069) (0.0067)
GENDER -0.1003 -0.1022 -0.0695
(0.1034) (0.1075) (0.1007)
STOCK PAT 0.0358 0.0335 0.0424
(0.0342) (0.0324) (0.0341)
NEW PROF -0.0664 -0.0517 -0.0285
(0.1384) (0.1382) (0.1475)
LOW LOAD ref ref ref
MIDDLE LOAD 0.0322 0.0442 0.0193
(0.0975) (0.1025) (0.1024)
HIGH LOAD 0.1184 0.1019 0.1213
(0.1708) (0.1888) (0.1870)
CLASS SIZE -0.0000 0.0001 -0.0004
(0.0012) (0.0012) (0.0012)
BA PROG ref ref ref
MA PROG 0.1581*** 0.1609*** 0.1594***
(0.0536) (0.0537) (0.0521)
OVERALL QUAL 0.5564*** 0.5572*** 0.5486***
(0.0351) (0.0352) (0.0348)
INFRAST QUAL 0.2347*** 0.2356*** 0.2289***
(0.0339) (0.0329) (0.0317)
Time dummies yes yes yes
Obs 1,546 1,546 1,546
R? 0.5018 0.5052 0.5276

Notes: ***, ** and * indicate significance on a 1%, 5% and 10% llerespectively.
Bootstrapped standard errors (200 runs) are reported in pesisnth
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