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Neat tricks and  
an open outlook

The SEAMLESS authors devised an AI model 
that uses a neural-network approach to trans-
late directly between around 100 languages 
(Fig. 1a). The model can take text or speech 
inputs from any of these languages and 
translate them into text, but it can also trans-
late directly to speech in 36 languages. This 
speech-to-speech translation is particularly 
impressive because it involves an ‘end-to-end’ 
approach: the model can directly translate, for 
example, spoken English into spoken German, 
without first transcribing it into English text 
and translating it into German text (Fig. 1b). 

To train their AI model, the researchers 
relied on methods called self-supervised and 
semi-supervised learning. These approaches 
help a model to learn from huge amounts of 
raw data — such as text, speech and video — 
without requiring humans to annotate the data 
with specific labels or categories that provide 
context. Such labels might be accurate tran-
scripts or translations, for example.

The part of the model that is responsible 
for translating speech was pre-trained on a 
massive data set containing 4.5 million hours’ 
worth of multilingual spoken audio. This kind 
of training helps the model to learn the pat-
terns in data, making it easier to fine-tune the 
model for specific tasks without the need for 
large amounts of bespoke training data.

 One of the SEAMLESS team’s savviest strat-
egies involved ‘mining’ the Internet for train-
ing pairs that align across languages — such as 
audio snippets in one language that match sub-
titles in another. Starting with some data that 
they knew to be reliable, the authors trained 
the model to recognize when two pieces 
of content (such as a video clip and a corre-
sponding subtitle) actually match in meaning. 
By applying this technique to vast amounts of 
Internet-derived data, they collected around 
443,000 hours of audio with matching text, 
and aligned about 30,000 hours of speech 
pairs, which they then used to further train 
their model.

These advances aside, in my view, the big-
gest virtue of this work is not the proposed 
idea or method. Instead, it’s the fact that all 
of the data and code to run and optimize 
this technology are publicly available  — 
although the model itself can be used only 
for non-commercial endeavours. The authors 
describe their translation model as ‘founda-
tional’ (see go.nature.com/3teaxvx), meaning 
it can be fine-tuned on carefully curated data 
sets for specific purposes — such as improving 
translation quality for certain language pairs 
or for technical jargon.

Meta has become one of the largest support-
ers of open-source language technology. Its 
research team was instrumental in develop-
ing PyTorch, a software library for training AI 
models, which is widely used by companies 
such as OpenAI and Tesla, as well as by many 
researchers around the world. The model 
introduced here adds to Meta’s arsenal of 
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Striving for open-source 
and equitable translation
US technology company Meta has produced an AI model that can 
directly translate speech in one language to speech in another. 
Two scientists discuss the technical feats and ethical questions 
that underpin this advance in machine translation. See p.587

The paper in brief

•	 Billions of people around the world 
regularly communicate online in 
languages other than their own.

•	 This has created huge demand for 
artificial intelligence (AI) models that 
can translate both text and speech.

•	 But most models work only for text, 
or use text as an intermediate step in 

speech-to-speech translation, and many 
focus on a small subset of the world’s 
languages.

•	 On page 587, the SEAMLESS 
Communication Team1 addresses 
these challenges to come up with key 
technologies that could make rapid 
universal translation a reality.

investigate whether these mouse findings 
could have relevance for humans, the authors 
performed an analysis of clinical studies in 
which people with melanoma or lung cancer 
were treated with a type of immunotherapy 
known as immune-checkpoint blockade. Con-
comitant administration of painkillers that 
inhibit prostaglandin synthesis was associ-
ated with slightly improved response rates to 
immunotherapy, suggesting that pharmaco-
logical inhibition of prostaglandin E2 synthe-
sis might reverse cross-resistance to targeted 
therapy and immunotherapy. This possibility 
will need to be investigated in clinical trials. 

Elewaut and colleagues’ work touches on 
the intriguing question of how the phenotype 
(characteristics) of cancer cells affects the can-
cer–immunity cycle, with a focus on cancer 
cells’ effects on monocytes that interact with 
tumour-specific T cells. In this way, cancer cells 
shape responses to T-cell immunotherapy. 
Consistent with Elewaut and colleagues’ find-
ings in mice, a clinical study reported that the 
presence of interferon-activated monocytes in 
melanoma tissues is associated with positive 
responses to immune-checkpoint blockade9. 
Conversely, high levels of prostaglandin E2 
in both human and mouse melanoma tissues 
have been shown to limit the proliferation 
of CD8+ T cells10,11, effectively disrupting the 
cancer–immunity cycle. These results fit 
into the wider context of work showing that 
a signalling pathway termed the GPCR–Gαs 
axis, which is targeted by prostaglandin E2, is 
a key regulator of the killing functions of CD8+ 
T cells in tumour tissues12. This provides a sci-
entific rationale for considering the inhibition 
of this signalling axis in immunotherapy strat-
egies that involve more than one treatment. 
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foundational language technology models, 
such as the Llama family of large language 
models2, which can be used to create applica-
tions akin to ChatGPT. This level of openness 
is a huge advantage for researchers who lack 
the massive computational resources needed 
to build these models from scratch.

Although this technology is exciting, several 
obstacles remain. The SEAMLESS model’s abil-
ity to translate up to 100 languages is impres-
sive, but the number of languages spoken 
around the world is around 7,000. The tool 
also struggles in many situations that humans 
handle with relative ease — for example, con-
versations in noisy places or between people 
with strong accents. However, the authors’ 
methods for harnessing real-world data will 
forge a promising path towards speech tech-
nology that rivals the stuff of science fiction.
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Allison Koenecke
Keeping users in the loop

Speech-based technologies are increasingly 
being used for high-stakes tasks — taking notes 
during medical examinations, for instance, or 
transcribing legal proceedings. Models such 
as the one devised by SEAMLESS are accelerat-
ing progress in this area. But the users of these 
models (doctors and courtroom officials, for 
example) should be made aware of the falli-
bility of speech technologies, as should the 
individuals whose voices are the inputs.

The problems associated with existing 
speech technologies are well documented. 
Transcriptions tend to be worse for English 
dialects that are considered non-‘standard’ — 
such as African American English — than they 
are for variants that are more widely used3. The 
quality of translation to and from a language is 
poor if that language is under-represented in 
the data used to train the model. This affects 
any languages that appear infrequently on the 
Internet, from Afrikaans to Zulu4.

Some transcription models have even been 
known to ‘hallucinate’5 — come up with entire 
phrases that were never uttered in audio 
inputs — and this occurs more frequently for 
speakers who have speech impairments than 
it does for those without them (Fig. 1c). These 
sorts of machine-induced error could poten-
tially induce real harm, such as erroneously 
prescribing a drug, or accusing the wrong 
person in a trial. And the damage dispropor-
tionately affects marginalized populations, 
who are likely to be misheard.

The SEAMLESS researchers quantified 
the toxicity associated with their model 

(the degree to which its translations intro-
duce harmful or offensive language)6. This 
is a step in the right direction, and offers a 
baseline against which future models can be 
tested. However, given the fact that the perfor-
mance of existing models varies wildly across 
languages, extra care must be taken to ensure 
that a model can adeptly translate or tran-
scribe certain terms in certain languages. This 
endeavour should parallel efforts among com-
puter-vision researchers, who are working to 
improve the poor performance of image-rec-
ognition models in under-represented groups 
and deter the models from making offensive 
predictions7.

The authors also looked for gender bias 
in the translations produced by their model. 
Their analysis examined whether the model 
over-represented one gender when translat-
ing gender-neutral phrases into gendered 
languages: does “I am a teacher” in English 
translate to the masculine “Soy profesor” or 
to the feminine “Soy profesora” in Spanish? 
But such analyses are restricted to languages 
with binary masculine or feminine forms only, 
and future audits should broaden the scope of 
linguistic biases studied8.

Going forward, design-oriented thinking 
will be necessary to ensure that users can prop-
erly contextualize the translations offered by 
these models — many of which vary in quality. 
As well as the toxicity warnings explored by the 
SEAMLESS authors, developers should con-
sider how to display translations in ways that 
make clear a model’s limitations — flagging, for 

example, when an output involves the model 
simply guessing a gender. This could involve 
forgoing an output entirely when its accuracy 
is in doubt, or accompanying low-quality out-
puts with written caveats or visual cues9. Per-
haps most importantly, users should be able 
to opt out of using speech technologies — for 
example, in medical or legal settings — if they 
so desire.

Although speech technologies can be more 
efficient and cost-effective at transcribing 
and translating than humans (who are also 
prone to biases and errors10), it is imperative 
to understand the ways in which these tech-
nologies fail — disproportionately so for some 
demographics. Future work must ensure that 
speech-technology researchers ameliorate 
performance disparities, and that users are 
well informed about the potential benefits and 
harms associated with these models.
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SEAMLESS

Original speech Translated speech

a

Take 400
milligrams of
ibuprofen

Nehmen Sie
400 Milligramm
Ibuprofen

Conventional models

Original speech Transcribed text Translated text Translated speech

b

Take 400
milligrams of
ibuprofen

Take 400
milligrams of
ibuprofen

Nehmen Sie
400 Milligramm
Ibuprofen

Nehmen Sie
400 Milligramm
Ibuprofen

Potential hallucinations in conventional models

Original speech
Hallucinated 
transcription

Translated 
hallucination

Hallucinated 
speech

c

Take 400
milligrams of
ibuprofen

Take 400
milligrams of
ibuprofen and
semaglutide

Nehmen Sie
400 Milligramm
Ibuprofen und
Semaglutide

Nehmen Sie
400 Milligramm
Ibuprofen und
Semaglutide

Figure 1 | Speech-to-speech machine translation.  a, The SEAMLESS Communication Team1 devised an 
artificial intelligence (AI) model that can directly translate speech in around 100 languages into speech 
in 36 languages. b, Conventional AI models for speech-to-speech translation typically use a cascaded 
approach, in which speech is first transcribed and translated into text in another language, before 
being converted back into speech. c, Certain conventional models can hallucinate (generate incorrect 
or misleading outputs), which could lead to considerable harm if such models were used for machine 
translation in high-stakes settings, such as health care.
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Light is both an energy source and a key 
environmental signal that influences the 
physiology of life forms that rely on the process 
of photosynthesis. Aquatic phytoplankton 
face unique challenges in perceiving light, 
because it not only diminishes in intensity 
with water depth, but also shifts in spectral 
composition, with shorter wavelengths (blue 
and green light) penetrating deeper than do 
longer wavelengths (red and far-red light). On 
page 691, Duchêne et al.1 investigate how an 
important group of marine phytoplankton 
called diatoms sense and respond to light 
signals at different depths. Combining envi-
ronmental modelling and careful laboratory 
experiments, the authors suggest that diatoms 
use light-activated proteins (photoreceptors) 
called phytochromes as indicators of depth.

Phytochromes are protein sensors of red 
and far-red light that are found across various 
photosynthetic groups, including plants, 
phytoplankton and some bacteria2. These 
proteins regulate physiological and develop-
mental processes by switching between two 
states, Pr and Pfr. The inactive Pr form absorbs 
and is activated by red light to become Pfr. In 
turn, this active Pfr form is inactivated by far-
red light. Downstream responses depend on 
the proportion of Pfr, so phytochrome signals 
are influenced by both the intensity and the 
spectrum of perceived light3. Phytochromes 
are a major focus of plant research, but 
little is known about their role in aquatic 
phytoplankton. Because red and far-red light 
is notably diminished with increasing depth, 
this raises questions about the functional role 
of phytochromes in marine life. 

Duchêne and colleagues shed light on this 

issue through a series of experiments. They 
first examined the geographical distribution 
of phytochrome-containing diatoms using 
DNA from water samples (environmental 
DNA) collected in global oceanic surveys, 

including the Tara Oceans campaign4. 
Diatoms inhabit all of the world’s oceans, but 
phytochrome-encoding genes were predom-
inantly detected in diatoms from temperate 
and polar regions and conspicuously absent 
from those in tropical areas. Other diatom 
photoreceptors did not exhibit a specific 
distribution at varying latitudes, supporting 
the hypothesis that the geographical spread of 
phytochromes reflects adaptation to particu-
lar environments rather than a sampling bias.

The authors suggest that the phytochrome 
pattern they observed is an evolutionary adap-
tation to life in turbulent waters at higher 
latitudes in temperate and polar regions. 
These regions experience seasonal mixing and 
dynamic changes in the vertical water column, 
exposing diatoms to rapidly fluctuating light 
intensities and spectra5. By contrast, tropical 
oceans have a stable and permanently layered 
(stratified) water column, in which diatoms 
stay mainly at a constant depth. Thus, the abil-
ity to sense depth accurately and respond to 
changing conditions might be advantageous 
to phytoplankton in turbulent waters. 

Duchêne et al. also discovered that, 
unlike red-sensing phytochromes in plants, 
diatom-specific phytochromes have a reduced 
sensitivity to far-red light. Instead, diatom 
phytochromes sense low-intensity blue 
and green light, which dominates at greater 
depths. Using a phytochrome-regulated flu-
orescent protein system, the authors reveal 
that this diatom photoreceptor is indeed 
activated by low-intensity blue and green light 
and induces cellular responses. Duchêne and 
colleagues predict that the activity of diatom 
phytochromes increases with depth and is 
driven mainly by blue and green wavelengths 
(Fig.  1). In surface waters, the inhibitory 
effects of ultraviolet and red light diminish 
phytochrome activity, but these wavelengths 
have minimal influence below the first few 
metres of water.

Photosynthesis converts light energy into 
chemical energy in the form of carbohydrates. 
This complex process is highly dependent on 
the availability of light and must be under 
tight control to satisfy cellular metabolic 
needs. This is particularly true for aquatic 
environments, where deep, dark waters can 
negatively affect the efficiency of photosyn-
thesis. Phytoplankton have a range of strate-
gies to overcome low levels of light, including 
remodelling the components of the photosyn-
thetic machinery6, but the regulation of these 
cellular changes remains poorly understood. 

Duchêne and colleagues demonstrate 
that diatom phytochromes influence 
photosynthetic performance. In laboratory 
experiments that mimicked deep-water 
conditions that have low-intensity, 
blue-dominant spectra, phytochrome- 
deficient mutants had reduced photosyn-
thetic efficiency compared with strains 

Marine biology

Algae use the light 
spectrum to sense depth
Marina Cvetkovska

Aquatic algae called diatoms have been found to use 
light-sensing proteins as depth indicators. Detecting depth-
related changes in the intensity and spectrum of light enables 
algae to modulate their physiology accordingly. See p.691 

Figure 1 | A system for sensing depth.  Duchêne 
et al.1 report that marine algae known as diatoms 
use phytochrome proteins to sense depth. 
Phytochrome exists in two forms, Pr and Pfr, with 
the proportion of these two forms modulating 
cellular responses. Diatoms in water near the 
surface of the ocean are exposed to the full 
spectrum of light, and ultraviolet and red light there 
converts phytochromes to the Pfr form. In deep 
waters, only a limited spectrum of blue and green 
light penetrates, converting diatom phytochromes 
to the Pr form. Pr induces physiological responses 
such as regulation of the process of photosynthesis 
and enables diatoms to acclimatize to deeper 
waters. 
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