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Abstract

Key developments have been made to the NCAR Whole Atmosphere Community
Climate Model with thermosphere and ionosphere extension (WACCM-X). Among them
the most important are the self-consistent solution of global electrodynamics, and transport
of O" in the F-region. Other ionosphere developments include time-dependent solution
of electron/ion temperatures, metastable OF chemistry, and high-cadence solar EUV ca-
pability. Additional developments of the thermospheric components are improvements to
the momentum and energy equation solvers to account for variable mean molecular mass
and specific heat, a new divergence damping scheme, and cooling by O(*P) fine struc-
ture. Simulations using this new version of WACCM-X (2.0) have been carried out for
solar maximum and minimum conditions. Thermospheric composition, density, and tem-
peratures are in general agreement with measurements and empirical models, including
the equatorial mass density anomaly and the midnight density maximum. The amplitudes
and seasonal variations of atmospheric tides in the mesosphere and lower thermosphere
are in good agreement with observations. Although global mean thermospheric densities
are comparable with observations of the annual variation, they lack a clear semi-annual
variation. In the ionosphere, the low-latitude ExB drifts agree well with observations
in their magnitudes, local time dependence, seasonal, and solar activity variations. The
pre-reversal enhancement in the equatorial region, which is associated with ionospheric
irregularities, displays patterns of longitudinal and seasonal variation that are similar to
observations. Ionospheric density from the model simulations reproduces the equatorial
ionosphere anomaly structures, and is in general agreement with observations. The model
simulations also capture important ionospheric features during storms.

This document is extracted in part from the paper by H.-L. Liu et al. in the Journal
of Advances in Modeling Earth Systems, 10, 381, doi:10.1002/2017MS001232, 2018. The
paper by Liu et al., which includes initial validation comparisons, can also be found in the
WACCM-X documentation directory. This document also contains appendices providing
more detail concerning the electrodynamics and O™ transport calculations, which were
taken from TIE-GCM documentation compiled by A. Maute et al.

1 Introduction

The terrestrial ionosphere exhibits variability on timescales ranging from minutes
to diurnal, from days to solar rotations, and from solar cycles to centuries. These varia-
tions are primarily driven by manifestations of solar magnetism, including ultraviolet radi-
ation, the solar wind, and the interplanetary magnetic field, which are processed by their
interaction with the Earth’s magnetosphere. Ionosphere density is a small fraction (1073
to 107°) of the neutral atmosphere density, and it has long been recognized that the ther-
mospheric response to solar variation is important in determining ionospheric changes,
since the neutral and ionized gases form a strongly coupled system that cannot be mean-
ingfully described in isolation. The thermosphere and ionosphere are integral parts of
the whole atmosphere system, and more recent perspectives emphasize the importance
of lower atmospheric dynamics and chemistry, including weather systems, gravity waves,
planetary waves, tidal variations, seasonal cycles, and long-term climate change, in driving
the variability of thermosphere-ionosphere system [e.g. Liu and Roble, 2002; Immel et al.,
2006; Qian et al., 2009; Goncharenko et al., 2010a,b; Pedatella et al., 2012; Solomon et al.,
2015b; Liu, 2016].

Numerical modeling of the thermosphere-ionosphere system has historically been ap-
proached by specifying upper boundary conditions representing solar and magnetospheric
processes, and lower boundary conditions representing climatological or parameterized
forcing of atmospheric state variables at some interface, generally in the stratosphere-
mesosphere region. For instance, the NCAR Thermosphere-lonosphere-Electrodynamics
General Circulation Model (TIE-GCM) [Richmond et al., 1992; Qian et al., 2014] and



Thermosphere-lonosphere-Mesosphere-Electrodynamics General Circulation Model (TIME-
GCM) [Roble and Ridley, 1994] have lower boundaries at 97 and 30 km, respectively;
these lower boundary conditions are specified using tidal parameterizations or observed
meteorological fields [e.g. Hagan et al., 2007]. However, with the development of whole
atmosphere models [e.g. Marsh et al., 2007; Akmaev, 2011], there is an opportunity to
adopt a fully-self-consistent numerical description of the entire atmosphere-ionosphere
system. Early efforts to accomplish this are described in Liu et al. [2010]. In this paper,
we describe new advances of the NCAR WACCM-X that now forms a comprehensive de-
scription of atmosphere-ionosphere interaction. The most important of these are the incor-
poration of a fully-coupled low and middle latitude electrodynamo, dynamical transport of
the atomic oxygen ions, and high latitude forcing by the magnetospheric electric fields and
auroral Joule and particle heating.

2 Thermosphere-Ionosphere Extension of the Whole Atmosphere Community Cli-
mate Model

WACCM-X is a configuration of the NCAR Community Earth System Model (CESM)
[Hurrell et al., 2013] that extends the atmospheric component into the thermosphere, with
a model top boundary between 500-700 km. As a part of CESM, WACCM-X is uniquely
capable of being run in a configuration where the atmosphere is coupled to active or pre-
scribed ocean, sea ice, and land components, enabling studies of thermospheric and iono-
spheric weather and climate. Physical processes represented in WACCM-X build upon
those in regular WACCM, which has a model top at ~130 km, and in turn is built upon
the Community Atmosphere Model (CAM), which goes up to ~40 km. The physics of
these models is described in Marsh et al. [2013] and Neale et al. [2013]. Recent revisons
and improvements to WACCM, which are therefore included in WACCM-X, include:

1. Revision of parameterized non-orographic gravity wave forcing as described by
Richter et al. [2010] and Garcia et al. [2017].

2. Introduction of surface stress due to unresolved topography that led to significant
improvements in the frequency of stratospheric sudden warmings [Richter et al.,
2010; Marsh et al., 2013].

3. Chemical kinetic and photochemical rate constants updated to the Jet Propulsion
Laboratory recommendations [Sander et al., 2011].

4. A new treatment of stratospheric heterogenous ozone loss [Solomon et al., 2015a].

5. Protocols from the Chemistry Climate Model Initiative [Eyring et al., 2013] are
used for the specification of time-dependent greenhouse gases and ozone depleting
substances.

In addition, two metastable O* states, O*(2D) and O*(*P), have been added to the
chemistry package, which already includes 5 ions (O*, OF, NO*, N*, and N7), electrons
and 74 neutral species. The model has 87 photolysis and photo-ionization reactions and
202 gas phase and heterogeneous reactions. The specification of solar spectral irradiance
at wavelengths from Lyman-« to the near infrared are unchanged from Marsh et al. [2013]
and continues to use the empirical model of Lean et al. [2005]. EUV and X-ray fluxes
implemented are described below.

At the standard model resolution, the model does not generate a quasi-biennial oscil-
lation, but one can be imposed by relaxing the equatorial zonal winds in the stratosphere
to the observed QBO zonal winds. Alternatively, for simulations of particular years in
the recent historical record, WACCM-X has the option to constrain the tropospheric and
stratospheric dynamics by reanalysis, namely, the ‘specified-dynamics’ or SD version of
the model. This is currently done by relaxing temperature, zonal and meridional winds
up to ~50km and surface pressure towards the Modern Era Retrospective Analysis for Re-
search and Applications (MERRA).



WACCM-X is currently based on CAM-4 physics, as released in CESM 1.0, and
employs a conventional latitude-longitude grid with horizontal resolution of 1.9° in lat-
itude and 2.5° in longitude. Thus, it lags the incipient release of CESM 2.0, in which
CAM and WACCM can be run at twice that resolution. The default vertical resolution is
the same as WACCM below 0.96 hPa, but has been increased to one-quarter scale height
above that pressure level. The model top pressure (p) is 4.1 x 10710 hPa (typically be-
tween 500 to 700 km, depending on the solar and geomagnetic activity). Note that it is
common practice to refer to log-pressure level as Z,, in units of scale height relative to a
reference pressure, as is done in the TIE-GCM. The WACCM-X model top is equivalent
to Z, = 7.1, where Z,, = In(po/p) and po = 5 x 1077 hPa. It is about 28.5 scale heights
above the Earth surface. A constant gravity acceleration (g), with the value at the Earth
surface, is currently used in the model. It is thus necessary to rescale the model geopo-
tential height, which is based on the constant g, according to gravitational law when ana-
lyzing model output. The model grid system does not consider the size differential of the
upper and lower sides of grid cells, which may introduce errors on the order of z/r, (z is
the altitude and r, is the Earth radius) for vertical flux quantities.

Earlier work, and the initial release of WACCM-X 1.0 [Liu et al., 2010], included
diffusive processes in the neutral thermosphere and a preliminary implementation of ther-
mospheric neutral dynamics, using the CAM dynamical core, but did not include neutral
wind dynamo, ionospheric transport, or calculation of ion/electron energetics and temper-
atures. WACCM-X 1.0, therefore, does not correctly resolve the thermospheric energetics
or thermal structure. These processes, as well as many additional processes included in
models such as the TIE-GCM have now been implemented in the new model. Compared
with TIE-GCM and TIME-GCM, WACCM-X 2.0 has the advantage of self-consistently
resolving lower atmospheric processes, and therefore enables more realistic simulation
of upper atmospheric variability due to lower atmospheric forcing and better understand-
ing and quantification of space weather and space climate. The model will be released as
WACCM-X 2.0, and the following is a detailed description of the new developments.

2.1 Neutral Thermosphere Components

Although in the early version of WACCM-X species dependent specific heats and
mean molecular weight (and along with it the gas constant of dry air) were taken into ac-
count in the physics modules [Liu et al., 2010], these quantities were treated as constants
in the finite volume (FV) dynamical core (often referred to as dycore). Changes have been
made in the FV dycore to treat them properly (sections 2.1.1 and 2.1.3). Changes in diver-
gence damping are described in section 2.1.2. Cooling of the neutral atmosphere by O(*P)
fine structure emission is now included in the model, as described in section 2.1.4.

2.1.1 Momentum equations

In the standard FV dycore, the vertical coordinate is based on Exner function p“
(where « is the ratio of gas constant of dry air R and specific heat at constant pressure
¢p). Accordingly the pressure gradient calculation, using the contour integral method [Lin,
1997], uses the Exner function. When « is a constant (below the homopause), a constant
pressure surface translates to a surface with a constant Exner function, and the pressure
gradient calculation is valid. However, this is no longer true when x becomes a variable
above the homopause: the control volume is distorted and the pressure gradient calcula-
tion is incorrect. This leads to excessively large mean meridional and vertical winds, and
erroneous temperature structures in the thermosphere. This problem is solved by changing
from Exner function based vertical coordinate to log-pressure vertical coordinate.



2.1.2 Divergence Damping

The FV discretization is designed to damp vorticity at grid scale [Lin and Rood,
1996, 1997], but an explicit scheme is needed to damp divergence and avoid spurious
accumulation of the divergent component of total kinetic energy. In earlier versions of
CAM, WACCM and WACCM-X, the second order divergence damping was the default,
with a damping coefficient, 72A1A0/128At (where AA, A6, and At are longitude and lat-
itude spacing, and time-step respectively), applied uniformly at all grid points, except at
the top 3 levels, where it monotonically increases by about 4-fold. In our numerical ex-
periments using WACCM-X, however, we found that the second order divergence damping
with the default damping coefficient is responsible for damping atmospheric tidal waves.
By reducing the damping coefficient, the tidal amplitudes become much stronger than
previously reported [Liu et al., 2010], and are comparable with observations. In more
recent versions of the FV dycore, a 4th order divergence damping has been introduced
[Lauritzen et al., 2012]. It has the advantage of more selectively damping out small-scale
waves, while minimally impact planetary-scale waves. This is now the default option for
WACCM-X.

2.1.3 Energy Equation and Hydrostatic Equation

The formulation of the energy equation of the neutral atmosphere in the standard
FV dycore is based on potential temperature (®). Potential temperature, however, is not
a well defined quantity in the thermosphere, where the mixing ratios of the major species
are variables: when adiabatically moved to a reference level, the composition of an air
parcel is likely to be different from that of the reference level atmosphere. This problem
can be avoided if the energy equation is formulated based on temperature. It is also possi-
ble to work with the current FV formulation, by taking into account the « variability when
solving for potential temperature:
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where op is the layer thickness, Vg the horizontal divergence, and Vg the horizontal wind
vector. It is noted that the correction term on the right hand side of Equation 1 is actually
in the form of the advection of k. Therefore, it is convenient to implement this correction
term by treating « as a tracer species. It is found that without this correction, spurious
waves could be excited that become very large in the upper thermosphere, ultimately ren-
dering the model unstable.
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In the FV dycore, the following form of the hydrostatic equation, also based on po-
tential temperature, is used to calculate geopotential @g,: §®@g, = c,O(p*). This rela-
tionship is incorrect with k being a variable. The correct form

6®qp = cpkp*“O6(In(p))

is used instead.

2.1.4 Cooling by O(’P) Fine Structure Emission

The primary radiative cooling mechanisms for the thermosphere are excitation of
CO, and NO by collisions with atomic oxygen, followed by infrared emission. These were
included in the first version of WACCM-X. However, in the upper thermosphere, fine
structure emission by O(*P) at 63 um is also important. This is calculated based on the
local thermodynamic equilibrium (LTE) expression in Bates [1951] for the O(*P) cooling
rate Locp) inerg g7' s7h:

131([0]) exp(-228/T)

Logp, = 0.835 x 10 X
o0P) % 4 T30.6 exp(<228/T) + 0.2 exp(=325/T)
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where n([O]) is the atomic oxygen number density (in cm™), p is the total mass density
(in g cm™3), T is the neutral temperature (in Kelvin). Xz, is a masking factor for radia-
tive transfer in an optically thick medium, based on Kockarts and Peetermans [1970]. This
mechanism is included in WACCM-X 2.0, providing about -50 K temperature reduction at
high altitudes, thus offsetting to some extent the additional heating generated by inclusion
of O metastables (see below).

2.2 Ionospheric Components

The new ionospheric component in WACCM-X includes modules of the ionospheric
wind dynamo, F-region O" transport, and electron and ion temperatures, which are used
to calculate heating of the neutral atmosphere through collisions with thermal electrons
and ions. Also, two metastable O states, O*(2D) and O*(?P), have been added to the
WACCM-X chemistry package.

2.2.1 Electrodynamics

The ionospheric electrodynamics in WACCM-X are adapted from the TIE-GCM
with the general aspects of modeling ionospheric electrodynamics discussed in Richmond
and Maute [2014] and the specific details about TIE-GCM 2.0 electrodynamics given in
Maute [2017]. In the following we describe in general terms the WACCM-X electrody-
namics and point out differences with respect to the TIE-GCM electrodynamics.

In the thermosphere, ion-neutral coupling becomes important, and, through ion drag,
neutral dynamics are influenced by the plasma motion and its associated electric field. Ion
drag calculation is already included in WACCM-X 1.0, but the ion drifts are specified em-
pirically. WACCM-X 2.0 electrodynamics calculate self-consistently electric fields and
thus ion drifts at low and middle latitude, driven by the neutral wind dynamo. At high lat-
itudes, the electric potential is imposed by an empirical model. Smaller forcing terms due
to gravity and plasma pressure gradient driven current are neglected. Ionospheric electro-
dynamics in WACCM-X are treated as steady-state, with an electrostatic electric field E
expressed by an electrostatic potential ® through E = —V®. The ionospheric conductiv-
ities are highly anisotropic, with conductivities along the geomagnetic field lines several
orders of magnitude larger than those perpendicular to the geomagnetic field. Therefore,
on the spatial and temporal scales considered in WACCM-X, the geomagnetic field lines
at middle and low latitude are considered equipotential at conjugate points.

The electrodynamics are formulated in a modified magnetic apex coordinate system
[Richmond, 1995] using a realistic geomagnetic main field which is updated once per year
based on the International Geomagnetic Reference Field (IGRF) [Thébault et al., 2015].
The resulting partial differential equation is solved for the electric potential @ given by
equation (5.23) of Richmond [1995] using the field-line integrated quantities in equations
(5.11)-(5.29) of Richmond [1995]. The ionospheric conductivities below ~80 km are as-
sumed to be negligible, so the bottom boundary of the field line integration is set to a
pressure level of 1.0 Pa, which is equivalent to ~80 km. The reference height at which
the electric potential is determined is also set to 80 km. The spatial resolution of the iono-
spheric electrodynamics in WACCM-X is the same as in the TIE-GCM, 4.5° in magnetic
longitude, and varying from 0.34° to 3.07° in magnetic latitude from the equator to the
poles. Coordinate transform routines from the Earth System Modeling Framework (ESMF)
are employed for mapping between the geographic and geomagnetic coordinate systems.

The electrodynamics solver obtains the global electric potential due to the wind dy-
namo at low and middle latitudes, with a high-latitude boundary condition prescribed by
empirical electric potential patterns to simulate magnetospheric forcing. In the current ver-
sion of WACCM-X, the empirical ion convection patterns are from Heelis et al. [1982]
(see section 2.2.5). The wind dynamo is merged with the high latitude prescribed electric



potential between 60°—75° magnetic latitude, which allows the high-latitude potential to
influence the low-latitude electrodynamo, approximating the effect of a penetration electric
field.

Further detail concerning the electroynamo formulation is given in Appendix A.
This description is derived from TIE-GCM documentation, and subroutine and variable
names, etc., may differ from the WACCM-X implementation.

2.2.2 O* transport

Ion transport in WACCM-X 2.0 is calculated using the approximation that O* in
the (*S) ground state is the only ion that has a long enough lifetime to be subject to sig-
nificant transport. Molecular ions have lifetimes that are short compared to the chemistry
time-step of five minutes (except in the lower E-region, where transport is a minor con-
sideration, and below 200 km at night, when the ion densities are so low they have little
influence on the thermosphere). The light atomic ions H* and He", and metallic ions, are
not yet included in the model. The excited metastable states of OF (see below) also have
short lifetimes, and N* is considered a sufficiently minor species that any F-region trans-
port will remain in chemical equilibrium with O™.

The basic method is that O* transport is calculated separately from chemical pro-
duction and loss (which is part of the interactive chemistry module), and the electron den-
sity is then adjusted to preserve charge neutrality. The dynamical solution is adapted from
the TIE-GCM method described by Roble et al. [1988], and is summarized as follows.

The equation
oni _ -V - (n;Vj)
6[ - (A |
describes the transport of O*, in terms of its number density n;, by field-aligned plasma
ambipolar diffusion, E X B drifts perpendicular to the magnetic field lines, and neutral

winds along the magnetic field lines, where ion velocity V; is defined as
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where V| and V_ are the parallel and perpendicular ion velocities with respect to the ge-
omagnetic field lines. The unit vector along the geomagnetic field line is b, v;;, is the O*
ion-neutral collision frequency, g is gravity, p; is the O mass density, P; and P, are the
ion (O*) and electron pressure, V is the neutral wind velocity, |B| is the geomagnetic field
strength, and E is the electric field. Note that Equation 5c neglects the influence of ion-
neutral collisions on ion motion perpendicular to B; this influence is significant only in the
E region where the O™ lifetime is short and transport is unimportant.

Equation 4 is solved on the WACCM-X geographic latitude/longitude grid and pres-
sure levels, using the finite difference method [Roble et al., 1988; Wang, 1998]. The time
integration is explicit in the horizontal direction and implicit in the vertical direction.

The lower boundary condition is specified by assuming chemical equilibrium be-
tween ion species. The top boundary condition is given in terms of the ambipolar diffu-
sive flux of O*: 3

~b2DART, 5+ %)ni -

where D4 is the ambipolar diffusion coefficient, T, = (T; + T,)/2 is plasma temperature,
R* is the universal gas constant, m; is the mass of O, and b, is the vertical component of
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the magnetic field. ®; is the ambipolar diffusion flux of O at the top boundary, describ-
ing the O" transport to and from the plasmasphere. It is usually upward (positive) during
the day and downward at night (negative). In the model it depends on magnetic latitude
and solar local time, and its maximum magnitudes for day and night can be specified sep-
arately (+2x10% cm™2s7! is currently used for day and night, respectively). A detailed de-
scription of this dependence can be found in Wang [1998].

Further detail concerning the O™ transport calculation is given in Appendix B. This
description is derived from TIE-GCM documentation, and subroutine and variable names,
etc., may differ from the WACCM-X implementation.

2.2.3 Metastable O* chemistry and energetics

The ion chemistry in WACCM-X 1.0 was modified to include ionization of the ex-
cited metastable ion species O*(®D) and O*(?P) and their loss reactions. These have a
small effect on E-region chemistry, but are significant in the F-region because they provide
more rapid paths for transfer of ionization to molecules and their subsequent neutralization
through dissociative recombination, thus reducing total plasma density. These reactions
also contribute to chemical heating through their exothermicity, so including them raises
the neutral temperature of the upper thermosphere by about 50 to 100 K. Earlier model
versions that did not include the metastable ions put all of the ionization into O*(*S),
thereby neglecting the additional solar energy that goes into the excited states, and ulti-
mately into the neutral heating rate. Ionization/excitation rates are included in the solar
parameterization described in the next section, and chemical reaction rates are adopted
from Roble [1995].

2.2.4 Solar EUV ionization and heating

The solar extreme-ultraviolet (EUV) variability and energy deposition scheme, in-
cluding photoelectron effects, is described in Solomon and Qian [2005], and is essentially
unchanged from earlier versions of WACCM and WACCM-X, except for a correction to
the molecular oxygen cross section in the 105-121 nm band as described by Garcia et al.
[2014]. However, an optional file-based input now provides a means for running the model
with any solar spectral input. This includes solar flare simulation capability, with solar
spectra input at a five-minute cadence to match the physics/chemistry time step. Solar
spectra can be from either high-time-resolution models, or measurements. Solar spec-
tra estimated by the Flare Irradiance Spectral Model (FISM) [Chamberlin et al., 2007,
2008] are used as the default solar flare spectra input in the current version [cf. Qian
etal., 2010].

At night, the lower ionosphere does not entirely disappear, due to some EUV pho-
tons multiply-scattered by the exosphere reaching the nightside of the Earth. Starlight
may also contribute to night time ionization, but this is currently neglected in WACCM-
X. A simplified estimation of this background ionization is applied equally to all model
columns, including on the dayside. For consistency, the method used in the TIE-GCM,
the TIME-GCM, and the Global Airglow model, is adapted [Solomon, 2017]. This con-
siders the primary sources of night ionization to be geocoronal emissions by hydrogen (H
Lyman-alpha at 121.6 nm and H Lyman-beta at 102.6 nm) and helium (He I at 58.4 nm
and He II at 30.4 nm). These are absorbed using a nominal cross section for each line,
and distributed through the column using Beer’s law, imagining an overhead, invariant
flux. This is a gross approximation to the actual geocoronal illumination, but results in
reasonable comparison with observations of the nightside ionosphere, with ion density
around 103 cm™ in the E-region (~100-150 km) and 10> cm™ in the D region (~80-
100 km). A more sophisticated parameterization, for future consideration, is provided by
Titheridge [2003].



2.2.5 High-latitude Ionospheric Inputs

At high latitudes, the effects of the magnetospheric current system are applied us-
ing an electric potential pattern and an auroral precipitation oval. The Heelis et al. [1982]
empirical specification of potential, parameterized by the geomagnetic Kp index as de-
scribed by Emery et al. [2012], is employed, and ionization from auroral precipitation
is specified using the formulation described by Roble and Ridley [1987], based on the
estimated hemispheric power of precipitating electrons. The empirical estimate of this
power as it depends on Kp has been increased from the original formulation by an approx-
imate factor of two for high Kp, based on results obtained by Zhang and Paxton [2008]
from the Global Ultraviolet Imager (GUVI) on the TIMED satellite. These results give a
hemispheric power of, for example, ~40 GW at Kp=3, increasing to ~150 GW at Kp=7
[Solomon et al., 2012].

2.2.6 Electron and Ion Temperature

A complete treatment of electron temperature would consider the adiabatic expan-
sion, heat advection, electron heat flux due to electric current and thermal conduction,
heating associated with production of electron-ion pairs due to photochemical and auro-
ral processes, and cooling due to collisions with neutral and ion species. In the terrestrial
ionosphere, however, adiabatic expansion and heat advection are negligible. Furthermore,
with the assumptions that the electron heat flux being along the magnetic field lines and
the field-aligned currents not present, and the dominant temperature gradients being in the
vertical, only thermal conduction in the vertical direction is considered for the ionosphere
[e.g. Rees and Roble, 1975; Schunk and Nagy, 2009]

where n,., T, are electron number density and electron temperature, u, the electron thermal
conductivity, >, Q. and ), L. are total heating and cooling rates, respectively, and [ is the
geomagnetic dip angle. Calculation of p, follows the formulation given by Rees and Roble
[1975] (also used in TIE-GCM). The total heating rate is proportional to the production
rates of electron-ion pairs from all photochemical reactions (including those involving
metastable O* states) and auroral processes. The heating efficiency uses the empirical
formulation by Swartz and Nisbet [1972] and will be updated to the new formulation of
Smithtro and Solomon [2008]. The cooling rates include electron energy loss through col-
lisions with ions and neutrals, and the formulations follow that of Rees and Roble [1975]
(again the same as those used in TIE-GCM). The energy loss to the neutrals is then used
to calculate the heating of neutrals by thermal electrons.

Equation 7 could be further simplified by making a quasi-steady state assumption,
which is the approach taken in the TIE-GCM formulation. However, a numerical study
by Roble and Hastings [1977] found that between 300-600 km altitude, it would take 200-
1000 seconds to reach steady state. With the usual time step of 300 seconds in WACCM-
X, the steady state assumption may not be valid. Therefore, a time-dependent equation 7
is solved in WACCM-X, using the Crank-Nicolson method. Because the equation is highly
nonlinear, the solver is applied iteratively to obtain convergence.

The following empirical topside heat flux has been used at the upper boundary in
the TIE-GCM and is adapted here:

Feb if ¢ <80°
Fop =1 (FED+ FN)/2+ (FEP - FEN) /2 cos(5a-m) if 80° < £ < 100°
Fop if £ > 100°

)

(®)



where £ is solar zenith angle, and the daytime and nighttime heating flux F, and F{,)
are defined as

FeD ~2.25x 107F10.7(1 + sin(2223% 7)) 12 if ] < 60°
top ~2.25 % 107F10.7 if |gar] > 60°
Fteoﬁ = Fﬁ;?:/s

where ¢ is the geomagnetic latitude, and F10.7 is the solar 10.7 cm radio flux with solar
flux unit (sfu, 1 sfu = 10722Wm~2Hz!). The unit of the heat flux is eVem 25!

The ion temperature 7; is calculated by assuming equilibrium between the heating
of the ions by electron-ion Coulomb interactions, Joule heating and the cooling through
ion-neutral collisions [e.g. Schunk and Nagy, 2009].

2.3 Model structure and configuration

The ionospheric wind dynamo and O* transport in the F-region are solved using
geomagnetic coordinates and geographic coordinates, respectively, as discussed in previ-
ous sections. WACCM-X ionosphere modules are coupled to the physics decomposition
via an interface layer (ionosphere_interface). The ionosphere interface layer implemented
uses the FV dynamics-physics (DP) coupling methodology, which has access to physi-
cal quantities in geographic coordinates, and also provides the infrastructure to distribute
the output of the ionospheric modules, along with updates from dynamical core calcula-
tions, to the column physics decomposition. Figure 1 is a schematic diagram showing how
the ionosphere_interface module interacts with other model components. As noted above,
ESMF parallel mapping routines are used to transform fields between the geographic and
geomagnetic grids. Other ionosphere models will need to provide an ionosphere_interface
module that could be modeled after WACCM-X’s interface module.

WACCM-X
. i . lonosphere ~ Column
Dynamics < » interface N " Physics

Coordinate
pr|VnTnT\Té T
7 ranSform pﬂ p\vﬂ VITH TITE‘
L 4 q)tv'
O*Transport
Electric
Dynamo geographic coordinates

magnetic coordinates

Figure 1. Schematic diagram describing the coupling of the ionospheric modules with other
model components through the ionosphere_interface module. p, v and T are density, veloc-
ity, and temperature, respectively, with subscripts n, i and e denoting neutral, ion and elec-
tron, respectively. ®F is the electric potential.

A five-minute time step is used for advancing tendencies in column physics, while
sub-cycling is used for dynamics and species transport due to large wind velocities, es-
pecially in the thermosphere (the default sub-cycling is 8 dynamical time steps per every
physics time step). The time-step and the sub-cycling number can be adjusted as needed.
By comparison, CAM and regular WACCM generally use a 30-minute physics time step.
Since WACCM-X has more altitude levels and performs additional ionospheric calcula-
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tions, it is therefore a relatively computationally intensive model. However, it scales rea-
sonably well in the current parallel implementation, for example, one model year runs
in 0.75 days of wall-clock time on 864 cores (24 nodes on the NCAR supercomputer
“cheyenne”), which is a model-time to real-time ratio of almost 500.

3 Summary and Future Plans

The current version of WACCM-X is capable of reproducing the climatological
ionosphere-thermosphere state, as well as variability on hourly to daily time scales due
to both geomagnetic and lower atmosphere forcing. Despite the general agreement of our
current model with the climalogical ionosphere and thermosphere features, we envisage
several areas of further improvements. More specifically, areas of active model develop-
ment which we believe will considerably enhance the scientific value of WACCM-X simu-
lation results are briefly detailed in the following.

WACCM-X is currently limited in its ability to simulate geomagnetic activity due to
the use of the Heelis convection pattern at high-latitudes. There exist alternative methods
for specifying the high-latitude electric potential and auroral precipitation. These include
the Weimer [2005] empirical model driven by observed upstream IMF conditions, as well
as data assimilative schemes such as the Assimilative Mapping of Ionosphere Electrody-
namics (AMIE) procedure [Richmond and Kamide, 1988]. Implementation of these alter-
native methods for high-latitude forcing specification will lead to improved simulations of
storm time ionosphere-thermosphere variability.

Pedatella et al. [2014] implemented the data assimilation capability into WACCM
using the Data Assimilation Research Testbed (DART) ensemble Kalman filter. This work
is currently being extended to WACCM-X so that the model meteorology can be con-
strained by the assimilation of lower and middle atmosphere observations. This will en-
hance the capability of the model to reproduce ionosphere-thermosphere variability driven
by the lower atmosphere. In the future, data assimilation will be extended into the upper
atmosphere through assimilation of ground and satellite observations, such as from the up-
coming COSMIC-2, GOLD, and ICON satellite missions. This will further constrain the
model state, leading to a whole atmosphere-ionosphere reanalysis.

WACCM-X is built upon the chemistry, dynamics, and physics of CAM4 and WACCM4.
Both CAM and WACCM have seen their own significant recent developments, includ-
ing increased horizontal resolution, and CAM6 and WACCM6 will be released as part
of CESM 2.0. The latest versions of CAM and WACCM additionally include updated con-
vection and gravity wave drag parameterization schemes. These can indirectly impact the
upper atmosphere through improved representation of middle atmosphere circulation, as
well as better simulation of tidal forcing and variability due to latent heating. Future ver-
sions of WACCM-X will incorporate the recent improvements in the lower and middle
atmosphere components of CESM, and will have increased horizontal resolution.

WACCM-X 2.0 is released as an optional configuration of CESM 2.0. It currently
is installed on the NCAR supercomputers and is available to any researcher with access
to those machines. It is an open-source community model, which can be installed on any
computer of sufficient capability that supports the necessary compilers and libraries. Port-
ing the model to other environments can be accomplished by accessing the information at
the NCAR CESM web site and related support pages.
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A: Appendix A: Electrodynamics

The basic equations of the steady state electrodynamo are shown in this chapter. If
an equation is taken from Richmond [1995]. then the additional equation number refers to
the equation number in Richmond [1995]. In the following the presentation of the equa-
tions is based on the coding in the source code and might not look straight forward in
many places. For the location in the source code of the equations it is referred to the sub-
routine names.

For longer time scales it is valid to assume steady state electrodynamics with a di-
vergence free current density J. It is also assumed that the conductivity along the mag-
netic field line is very high, thus there is no electric field component in this direction.
Therefore the electrodynamo equation can be reduced to a two dimensional equation.

The current density is divergence free

v-J=0 (A1)

The current density has an ohmic component transverse to the magnetic field and parallel
to the magnetic field line J|; and a non—ohmic magnetospheric component Jas. The total
current density is expressed by (eq. 2.1 in Richmond [1995])

J=op(E+uxB)+ogbx(E+uxB)+J+Ju (A2)

with op and oy the Pedersen and Hall conductivities. The neutral wind is denoted by u,
the electric field by E and the geomagnetic field by B with b the unit vector parallel to B.

The following relations are used to derive the electrodynamo equation. For details it
is referred to Richmond [1995]. Apex coordinates are used with two sets of base vectors
e; and d; which are calculated in subroutine apxparm. The directions of e; and d; are
more or less in magnetic eastward, e, and d; in downward or equatorward, and e; and d3
in field line direction. (eq. 3.11- 3.13 in Richmond [1995])

e =dy xds (A.3)

e =d; xdg (A~4)

e3=d; xd; (A5)

with (eq. 3.8- 3.10 in Richmond [1995])

d, = RycosA,,V,, (A.6)

d, = —Rysinl,,Va,, (A7)

by
d3= —— A.8
7T d X dy (A8

The geomagnetic longitude and apex latitude are ¢,, and A,,, I, is the inclination of the
geomagnetic field, Ry the radius to the reference height Rg + ho, and by the unit vector in
the direction of the geomagnetic field. The neutral wind u and the electric field E can be
expressed in terms of the base vectors which has the advantage that the components are
constant along a magnetic field line (eq. 4.5 in Richmond [1995]).

U= Ueg1€] + Uen€ with  u,; =u-d; (A.9)
E=E;idi + Eppdy, with Ez; =E-¢; (A.10)

The geomagnetic field B is approximated by the main field Bg. We employ the Inter-
national Geomagnetic Reference Field (IGRF), including secular variation, and ignore
the magnetic perturbation AB due to external currents (eq. 3.10, 3.15, 4.4 in Richmond
[1995]).

By = B.se; (A.11)
by =d;D with D = |d; x da] (A.12)
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The current density can be expressed by

3
J= Z Joie; with J; = J - d; (A.13)
i=1

Using all the equations from above leads to the current density components J.; and J,
(eq. 5.7, 5.8 in Richmond [1995])

Jer = 0pdi(Eay + ue2Be3) + (opd - dy — oy D)(Egp — o1 Be3) (A.14)
Jer = (opd; - da + o D)Eay + ue2Be3) + opds(Eqy — 1 Be3) (A.15)

The height integrated current density in magnetic eastward and downward/ equatorward
direction are K, and K;;,y. Knowing the current density J the height integrated compo-
nents can be calculated by (eq. 5.1, 5.2 in Richmond [1995])

K _ . Su Jel
me = |Sindy,| Fds (A.16)
sL
N
Kpa=7 / Je2 4 (A.17)
S D

with the index (-),, standing for modified apex. The integration is done along the field line
and sy and sy are the lower and upper boundary of the ionosphere, i.e., approximately 90
km to the top of the model. The electrostatic field is the gradient of the electric potential.
Therefore the component of the electric field are (eq. 5.9, 5.10 in Richmond [1995])

1 oD

B RcosA,, ¢,
1 0@

"Ry,

Inserting equations (A.18) and (A.19) into the current density component expressions

(A.14) and (A.15), which then can be used to calculate the height integrated current den-

sity in equations (A.16) and (A.17). This leads to (eq. 5.11, 5.12 in Richmond [1995])
Kinp = Z Emp + ZpaLma + Ko (A.20)
Kma = Za9Emg + ZaaEma + K2, (A21)

Emg = Eq = (A.18)

Ena = —Egpsinly, = (A.19)

The terms Knl: and KnD1 , are the wind driven height integrated current densities which are

the driving forces (eq. 5.19, 5.20 in Richmond [1995]).

, su_opd? opd; -d
Kb, = Be3|smlm|/ 5 Liter + (o — %)uel]ds (A.22)
SL
D Su opd; -dy O-Pdg
KD =FBe [(on + = )uer = —5=uer]ds (A.23)
SL

The conductances in the equations (A.20) and (A.21) are (eq. 5.13-5.18 in Richmond
[1995))

. Su 0'pdl2
g = |sinly)| / s (A.24)
SL
1 SU o d2
S = — / P72 ds (A.25)
Isind,,| Js, D
su
Xy :/ ogds (A.26)
S
SU d . d
S = / T @ 4 (A27)
ST, D
So1 = £y — I¢) (A.28)
S1p = F(Ey + I¢) (A.29)
(A.30)
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Since current continuity applies, the divergence of the horizontal current K, and Kpa
has to be balanced by an upward current density J,,- at the top of the ionospheric current
sheet layer. (eq. 5.3 in Richmond [1995])

-1 0Ky  0Kmacosdy

Ty = + A31
Rcosdy, " 0 0y, ) ( )
Inserting the height integrated current densities (A.20) and (A.21) into equation (A.31)
and assuming that in the closed field line region the field lines are equipotential leads to
(eq. 5.23 in Richmond [1995])
T
3, Tpp 0D D 9 D 9
i + Z;A ) + (le + Zg/lcos/lm—)
O0dm  cOSAy O, 6|/1m| a|/lm| Obm a|/lm|
DT (A.32)
K aKPT
= R— 2% | ROy B2 o5t
Obm O Aml
with 50— = —%: = % and Jy;, = JoH + JNH The values (-)T denote the sum of
the values from northern (-)N¥ and southern ()" hemisphere (eq. 5.24-5.29 Richmond
[1995])
Zis = Zog +Z55 (A.33)
s = INH 330 (A34)
D S (A.35)
To1=Zo -2l (A.36)
KRp =KoVt kSt (A37)
KPT = gD N _ gD SH (A.38)

In the source code the electrodynamo equation (A.32) is divided by w?jﬁ with A the
equally spaced distribution in modified apex latitudes A, which is irregularly spaced.
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B: Appendix B: O* Transport

Most ion species are in photochemical equilibrium below 1000 km, and can be sim-

ply calculated by balancing the production and loss rates. However, O* is determined by

considering diffusion, along the magnetic field line and the E x B transport. In the follow-

ing for simplicity the variable n is used for the O* number density n(O%).
0
D O+ Ln=-V-@&v,) (B.1)
ot

with n the O* number density, Q the production rate of O*, L the loss rate of O*. The

right hand side is the transport due E x B drift and the field aligned ambipolar diffusion.

The ion velocity v; is given by

Vi = Vi Vi (B.2)

with the parallel and perpendicular velocity with respect to the geomagnetic field

1 1
Vi, = [b- T (g_;V(Pi+Pe)) +b-vn]b (B.3)
mn 12
ExB
Via =T (B.4)

The parallel velocity is caused by ambipolar diffusion and the perpendicular velocity by
E x B drift velocity. The unit vector along the geomagnetic field line is b, v;;, is the O*
ion-neutral collision frequency, g the gravitational acceleration due to gravity, p; is the ion
mass density, P; and P, are the ion and electron pressure, v, is the neutral velocity, |B]| is
the geomagnetic field strength, and E is the electric field.

Inserting the parallel (B.3) and perpendicular (B.4) velocity into the O* transport
equation (B.1) leads to

on 1 0 mg
E — Q +Ln+ [(bh . Vh)KbZ] [(Ea—Z(ZTpn) + Eﬂ)

1 0 1 0 mg
- (bh . Vh)(b . an’l) + (bzﬁa_z +V. b) sz (ﬁ a—Z(ZTpI’l) + EI’Z) -

(b L9 +V.b)(b.vnn)—[BszxB,h.v(ﬁ)]H—

‘HoZ B2
BV () + (o - Vi) K (b Vi) (2nT, )+
Kb, by - Vi) (é(;izmpn) + ’]”:—jn) .
(bzééfiz na b) K (bsy - Vi (2nT,)) = 0 (B.5)

where the ambipolar diffusion coefficient is K = D4 + Kg with Kg the eddy diffusion
coeflicient in the lower thermosphere, and D4 the molecular diffusion coefficient. The
geomagnetic unit vector, the horizontal vector and vertical component are b, by and b,
respectively. The scale height is denoted by H, VE.p j is the horizontal drift vector, and
VExB,z the vertical component. The horizontal derivative of V is V. The plasma pressure
is T, = 3(T. + T).

The fourth, eleventh, and sixth term are the contributions of the vertical component
of ambipolar diffusion to the plasma transport due to respectively, the horizontal varia-
tion of the diffusion coefficient and b,, the horizontal variation of the vertical ambipolar
diffusion, and the vertical variation of the vertical ambipolar diffusion. The tenth term is
the contribution of the horizontal component of the ambipolar diffusion due to variations
in the vertical and horizontal direction. The fifth and seventh term are the neutral wind
effects on the O* distribution, and the eight and ninth terms are the effects of the E x B
transport.
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The flux at the upper boundary is determined in the subroutine oplus_flux. The
transport from and to the plasmasphere is specified by the flux ®. The latitudinal varia-
tion of the flux is specified by the factor A

i
A =1 for|A,,| > —
or|d,| = 24
1 |/lm|_% 11
A==|1+sinmn 8 for|,,| < — B.6
2( 24 orldm| < 3 (B.6)

with A > 0.05, and 4,,, the geomagnetic latitude. The daytime flux is ®7, and upward, and
the nighttime flux ®%, which is downward

®9 =210
%, =-2- 108 (B.7)
and the flux variation during the day— and nighttime is given by
Fep =D A
Fon =03 A (B.8)
The solar zenith angle ¢ determines which flux FO" is used
FO =F,n for y >80°
FO =F,p for ¢ <100° (B.9)
with
FO" = %[Fel) +Fon] + %[FCD - FeN]cos(n‘/’;—Ogo) for 80° <y < 100° (B.10)

The divergence of the geomagnetic field vector b is determined in subroutine divb. Since
variation in height of the geomagnetic field is neglected the divergence also varies only
with latitude and longitude.

=bx(¢ + A¢’ /l) - bX(¢ - A¢’ /l)+
2A@¢RE cos A
cos A + Adby(¢, A + Ad) — cos A — Adby(¢, A — Ad) N

2AARE cos A

V-b

2b (¢, 1)

R (B.11)

with b, the northward, b the eastward, and b, the upward component of the unit geo-
magnetic field vector %. The divergence is stored in the value dvb.
In the first latitudinal scan the plasma pressure is determined at 1 — AA, A and ,

A+ Ad, eg atd
1 1
T,(d, A,z + EAZ) = E(Ti +T,) (B.12)

The values in the code are stored in the variable tpj.
In subroutine rrk the diffusion coeflicient are determined. The values are stored in
the variable dj in the source code at 1 — A4, 4 and , 4 + AAd.

Dy = 1.42 - 1017](31
A =
['”0 \ p(l 0.06 logl()’]p)ch + 186—:2 + 18.1—02

(B.13)

with the pressure p(z+ %A) = poe‘z‘%AZ, the number density of N, is Wy, = 1 -¥o, - Yo,

7z.7lAz_
the factor is Cy = 1.5, and N = %. The value D4 is determined at half pressure
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levels e.g. z + %Az. The variable tpj holds 27, at the midpoint pressure level z + %Az and
at the latitudes 4 —AA, A and , 1+ AA. The scale height is also determined at the midpoint
pressure level, and the latitudes 4 — A4, 4 and , 4 + AA.
R*'T,
H=—" (B.14)
mg

The scale height is stored in the variable hj. The dot product b - v,n is stored in bvel and
calculated also on the midpoint pressure level, and the latitudes 4 — Ad, A and , 4 + AA.

W(z) + W(z + 3A2)
2

1
b-v,n= [bxun + byv, + b, H(z + EAZ) n (B.15)

. ) IT,n D .
In subroutine diffus the term [2 e gz + mg: 81| at the midpoint pressure level is deter-

mined

1 1 3 3
F(z+ A7) =—[2T,(z + zA7)n(z + - Az)-
28 G+ Tagas et Ao 580

1 1
2T (z - EAz)n(z - EAZ)] +

mo+8 1
+-A B.16
= n(z 5 z) (B.16)
The term is stored in the variable diffj. The upper and lower boundary values are set by

1 1 3 3
F(zpor + =A7) =——— 2T, (2por + = ADN(2por + =AZ)— B.17)
( bot ) ) H(me + %AZ)AZ[ P( bot ) ) ( bot ) ) (

1 1 mo+ 1
2Tp(zb(1t + EAZ)n(Zbot + EAZ)] + Z*gn(zb()t + EAZ)
1

1 1 1
F(ziop — A7) =——— 2T (210p — AD)M(Z10p — = AZ)— (B.18)
Grop = 389 = o 2T oy = 580Gy = 309
mo+g 1
=A

R* 289
The value 2nT), is determined at midpoint level, and the latitudes A — A4, 2 and , 4 + AA.
The value overwrites the variable tpj. The latitudinal smoothed value of n(O*)™~*" are
determined by

3 3
2Tp(Ztop - EAZ)n(Zlop - §AZ)] n(Ztop

n(OJr)smO/l,tant :n(0+)tn7At _ fsmo[n(OJr)tant(/l + 2A/l)+
(02 (A = 2A0) — 4(n(0F) 21 + A+
n(O*)n =212 = Ad)) + 6n(0*) "2 ()] (B.19)
and stored in optm1_smooth, and f,,, = 0.003.

The second latitudinal scan starts with calculating the value of b - Vg in subrou-
tine bdotdh at the mid[point level. The output variable is bdotdh_op. The input is the term

from eq. (B.16) F = |22027 4 mmgn] which leads to (b - V) [ZaT”n mo*g"]

oz T R HoZ r
1 b,
Tl = Re [W{F(¢+A¢ A) = F(¢—Ap, )} +
p, FOT M)~ (9,4 A0, ©.20)

2AQ
The term is multiplied by the diffusion coefficient D4 from subroutine rrk, which leads to

1 T n mo+g
Du(z + A b,(b-V B.21
Az 2)b,( H)[ goz T ®m (B.21)
The same subroutine bdotdh is used to calculate b - Vg [2Tpn]. Using eq. (B.20) with
F = 2T,n. The values are determined at the midpoint pressure level, and at the latitudes
A—AA, A and , 1 + Ad. Afterwards the value is multiplied by
1
Da(z + zAz)b -V [2Tyn| (B.22)
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and stored in the variable bdotdh_opj.
The third latitudinal scan starts with calling the subroutine bdotdh for the term in
eq. (B.22) F = Db - Vy [2T,n|, which leads to (see eq. (B.20))

b-Vy (Dab - Vg [2T,n]) (B.23)

evaluated at the midpoint pressure level, and stored in the variable bdotdh_diff.
The subroutine bdzdvb calculates the term (bzﬁ% +V. b) G, with the input into
the subroutine V - B, and G = Dab - Vy [2T),n].

1 b 3 1
T3(z+ zAz =—Z{Gz+—Az —Gz——Az}+
( 2 2 2H(z + %Az)éz ( 2 )~ Gl 2 )

1
V -bG(z + EAZ) (B.24)

At the upper and lower boundary the values are set to

1 b 1 3
T3(z10p — =A2)) = z {Gz - -A7) - G(z ——Az}+
(z1op = 5A2)) 2H ey — L0252 (zrop = 5A2) = Glarop — 54A2)
1
V -bG(zi0p - EAz) (B.25)
b.

1 3 1
T3(zpor + EAZ)) = {G(zbm + EAZ) = G(zpor + EAZ)} +

2H(zpor + 5A2)52
1
V- bG(zpor + 542) (B.26)

All the explicit terms are added together from eq. (B.21), (B.22), and (B.24) which leads
to

BT;n In0+g

1
T],explicit =—Da(z+ EAZ)bZ(b -Viu) [2

HOZ R
- b . VH (DAb . VH [ZTpn])
18
- (bzﬁﬁ +V. b) (Dab - Vi [2T,n)) (B.27)

In addition the term (bg - Vi )(b - vy, g) and [bszxB, H-* V(% ] p are treated as explicit
terms which leads to
1 by

Ds.expiicit =Thexplicit + 2RE [qu cos A

(b ' Vn(¢ + A¢7 /l) -b- Vn(¢ - A¢’ /l)) +

n(¢ + A¢’ /l) _ }’l(¢ - A¢’ /1)
BZ(¢ + A¢’ ﬂ) BZ(¢ - A¢’ /l)

+ A%(by (b - V(@ A+ A1) —b-vu(d, A — Ad)) +

Veap(z + 3ADB9, ) (

1 n(¢, 1 + Ad) n(g, A — Ad)
~AZ7)B%(¢, A - B.28
Afterwards the following values are set
V-b
B.29
b, (B.29)
! (B.30)
AzH ’
1
T, = E(Te +T)) (B.31)

at the midpoint pressure level and stored in the variables dvb, srchdz, and tp respectively.
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The term 2T}, 77— + 5z¢ are determined

3 3 1 gm
S —Az) = 2T, —“A7)—— + =— B.32
P(Z+2 2 p(Z+2 Z)H(z+Az)Az+2R* (B.32)

1 gm

H(z+A2)Az  2R* (B.33)

3 1
Sm(z + EAZ) =2T,(z + EAZ)

and stored in the variable tphdzl for S, and tphdz0 for S, respectively. The lower bound-
aries are set by

1 1
S[J(Zbot + EAZ) :2Tp(zbut + EAZ)

1.5 0.5 ’
1 - - + 32 (B.34)
»H(Zbot + EAZ)AZ H(zpor + EAz)Azi 2R
1 1 3
Sm(@bor + 5482) =2+ | 2T (@bor + 5A2) = Ty(@por + 5A2)
» 1.5 0.5 ]
1 - . - (B.35)
7H(Zbot + QAZ)AZ H(zpor + EAZ)AZ, 2R
and stored in tphdz1(lev0) and tphdzO(lev0), respectively, with lev0 corresponding to
Zbor t+ %Az on the midpoint pressure level. The upper boundary values are
1 1 3
SP(ZmP + EAZ) =2 2Tp(Ztop - EAZ) - Tp(Zmp - EAZ)
' 1.5 0.5 '
1 - - + 3 (B.36)
7H(Ztnp - jAZ)AZ H(Z[()p - jAZ)AZ_ 2R
1 1
Sm(Ztop + EAZ) =2Tp(zt()p - EAZ)
’ 1.5 0.5 | em
1 - . - (B.37)
7H(Ztop - EAZ)AZ H(Ztop - jAZ)Azi 2R

and stored in tphdzl(levl) and tphdzO(levl), respectively, with the index levl = nlev + 1

corresponding to z;,p + %Az.
The diffusion coefficient D4 are calculated at the interface pressure level z, z + Az, ...

by averaging

| —

Da(z) = (DA(Z + %Az) + Du(z - %Az)) (B.38)

and stored in the variable djint. The upper and lower boundary values are determined by
extrapolation

1 1 3

Da(zpor) = 3 (3DA(Zbaz + EAZ) = Da(zpor + EAZ)) (B.39)
1 1 3

DA(Ztop) = 5 3DA(Zt0p - EAZ) - DA(Ztop - EAZ) (B.40)
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by -Vu(Dabz)

- Yb
The term T4 = b T ReDAD

in the variable divbz

1 V-b
T4(Z + EAZ) —b—z(¢, /1) +

is determined at the midpoint pressure level, and stored

1
ReDA(), A, 7 + %Az)bg[
b($.2) Da(¢ + Ad, A2+ 3A2)b-(¢ + Ag, )

cos A 2A¢
Da(¢ = A A, 2 + 302)b(¢ — Ag, D,
2A¢
Da(p, A+ ALz + 2A2)b (¢, 1 + AQ)
by(¢, A)( T -
2A1
Da(¢, A — AL,z + A2)b (6,4 — Ad
A(¢ 2 ) z(¢ ))] (B.41)
2AA
The periodic points for T4 are set to zero.
The term T5 = bz( Az 2T4) are calculated, with Ty = Z—'zb + %ﬂ*fﬁ, see above
in eq.(B.41)
1 1 1(V-b by -Vy(Dab;) 1
Ts,(z + =Az) = b? + - + (z+ =A B.42
sp(z+ 5A2) Z[HAZ 2( b, REDAD2 (z+5A2) (B.42)
1 1 V-b by Vyg(Dab,) 1
T: + = A = + + —A B.43
sm(z 2) = [HAZ > ( b, Re Db (z+742) (B.43)
and stored in the variables hdzpbz and hdzmdz respectively.
The smoothing of n(0*)™~*" is finished with a longitudinal smoothing. See eq.
(B.19) for the latitudinal smoothing
n(0+)smo,tn—At — n(0+)sm0/l,tn—At _ f:gmo[n(0+)sm0/1,tn—At(¢ + 2A¢, /l)+
n(0+)sm()/Ltn—At(¢ _ 2A¢, /l) _ 4(n(0+)‘vm0/Ltn—At(¢ + A¢, ﬁ)+
n(O* )Mot TR (g — Ag, 1)) + 6n(07 )" (¢ + Ag, )] (B.44)
with fi, = 0.003. The smoothed number density is added to the explicit term 1> ¢oxpiicir
o+ SMo,t, —At
TS,explicit = TZ,explicit - L (B.45)

2At
The tridiagonal solver need the equation in the following form:

P(k,i)n"*™ (k — 1,0)+Q(k, ))n' 2 (k, i)+
Rk, iyn* ™ (k + 1,1) = Toxplicit (k. 1) (B.46)
with the height index k for z+ %Az, k+1 for z+ %Az, and k—1 for z— %Az. The longitude
index is denoted by i. Note that the equation is solved at each latitude A with the index j.

The fourth and sixth term of the O" transport equation eq.(B.5) are treated implicit
with the fourth term being

[(by, - Vi)Kb. ] [ QT,n) + —gn)]

(H 0z
and the sixth term

1 0 1
(b H6Z+V b)Kb (H@Z(ZT )+—n)

Pi((z + $A000) = Tin(z + 200 ODAG DSz + 202.0) B.47)

0i((z+ 382 9) = ~ (Top(z + 382 O)DA(z + Az §)Sm(z + 342 9

Ton(z + 385 DA $)S (< + 345,9) (B.48)

Ri(z + %Az), 6) = Tsp(z + Az, $)Da(z + Az )8, (z + %Az, 6 (B.49)
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for the terms please see equations (B.33),(B.32), (B.38),(B.43),and (B.42).
The term b - v,, is determined

1 1 1
To(z + EAZ) =b,u,(z + EAZ) + byvp(z + 5Az)+
1 1
H(z + EAz)bZW(z + EAZ) (B.50)

Note that the dimensionless vertical velocity W is on the interface level z,z + Az, ...
Part of the seventh term in eq. (B.5) which is

1 0

(b, E 3_2)(1) “Vn)

and the ninth term

are treated implicitly, leading to

Pal(e+ 540,.8) = Py + b vi((z + 3A2) )+

3 1
v z+ =Az2), B.51)
EXB,Z(( B ) ¢) 2H(Z + %AZ), ¢)AZ (
1 1 6
0x((z + EAZl #) = 01— Vexp((z+ EAZ)’ ¢)R— (B.52)
E
1 3
Ry((z + EAZ), @) = R| — bymathbfb - v,((z + EAZ)’ &)+
1 1
v 7+ =Az), B.53
ExB,z(( B ) ¢) 2H(Z + %AZ), ¢)AZ ( )
The coefficients at the upper and lower boundary are set to
. 1 1 1
P3((zbor + 3820 8) = Po(zbor + 5820+ 512D - Vi((Zor + 582).6)
3
-b- Vn((zh()t + EAZ)’ ¢)] (B54)
1 1
+Vv Zbot + =AZ),
ExB,z(( bot ) ) ¢)2H(Zbot + %AZ), ¢)AZ
. 1 1
Qz((ztop - EAZ), ¢) = QZ((Ztop - EAZ), ¢)
1 6
- VExB,z((Ztop - EAZ), ¢)E (B.55)
. 1 1 1
Rz((zmp - EAZ)’ ¢) = RZ(Zmp - EAZ)’ ¢) —+77b, [2b - Vn((Ztop - 5A1)7 ¢)
3
-b- Vn((ztop - EAZ)’ #)] (B.56)
1 1
+VExB,z((Zrop — 5A2), ¢)
TRERTer 2 2H(Ztop - %AZ)9 P)Az
We add the other part of the seventh term in the transport equation (B.5)
(V-b)(b-v,n)
and the time derivative of the number density of n(O*) to the Q—coefficient
1 1 1
03((z + 3A2).9) = Q2 = (b.V - b(@)(b - va((z + 3A2).0) ~ 7 (B.57)
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The upper boundary condition is defined by

P .
—b2D, (T”H_az + 2‘5 ) n=FO (B.58)

with FO” the flux of O* from and to the plasmasphere, which was defined in eq. (B.9)
and (B.10).

1
B == b2 Da(210p)Sm(z10p + 542) (B.59)
1
A=- bgDu(Ztop)Sp(Ztup + EAZ) (B60)
with S, = 2T, 72 + & from eq. (B.37) leading to
. 1 1 B . 1
03((zr0p — EAZ)’ ¢) = O3((z0p — EAZ)’ ®) + ZRQ((ZIUP - EAZ)’ ) (B.61)
and for the right hand side
. 1 1
T3’exp1icit((ztap - EAZ), ) =T3,explicit((ztop - EAZ)’ ¢)-
. 1 1
FO Ry ((z10p — 512), ) (B.62)
2 A
The source and sink terms are calculated

HXI0'CP) = (00" CPI@) + 010" CPIE + 300
1

(B.63)
(k16 + k17)n(N2) + k18n(O) + (k19 + kao)Ne(277) + kot + k22
1 1
n(X10*(*D)) = 3 (Q(0+(2D))(Z) +Q(0"(D)(z + EAZ)) +
(k2oNe(2??) + ko2)n(X10*(2P)) (B.64)
kazn(N2) + k2an(O) + koen(O-) '
L =kin(02) + kan(N2) + kion(n o)) (B.65)
The loss term LO” is added to the left hand side
1 1 .
Qul(z + 5A2).9) = 03((z + 5A2), ) - L (B.66)
The right hand side is updated by
1 1
T4,explicit((Z + EAZ)5 ®) =T3,explicit((Z + EAZ)’ ¢) - Q(O+)_
(k19Ne(z) + ka1 )n(X10* (P P))-
(kasNe(z) + ka7)n(X10* (P D))~
(kign(X10*(?P)) + kasn(X10™ (> D)))n(0) (B.67)
The lower boundary condition is specified by photochemical equilibrium n = % leading to
. 1 1 1
01((zpor + EAZ)’ #) = Qa((zpor + EAZ)’ ¢) = P2((zpor + EAZ)’ ?) (B.68)
. 1 1
T4,gxp[icit((zbot + EAZ)’ ¢) = T4,explicit((zbnt + EAZ)’ ¢)_
1 0(0")
2P>((zpor + =Az), B.69)
2(( bot 2 ) ¢) 1-5L0+(Zb()t + %AZ) - 0~5L0+(Zbut + %AZ) (
. 1
Py(@bor + 3A2).9) = 0 (B.70)
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Solving for the number density of O* at each latitude leads to the updated number den-

sities n(O*)“P4n*A! at the midpoints. The calculated values for the number density of

n(0*)Pd1+A1 are smoothed by a Fast Fourier transformation leading to n(O*)Z,%’”At. All

the wave numbers larger than a predefined value at each latitude are removed. The values
of the number densities at the timestep #,, are also updated by using

n(0*) P! = %(1 = Como)n(O) ™ + (O )HG" ) + Comon(O™) (B.71)

with ¢gmo = 0.95 The upper boundary values are set to zero
n(0* )P (24, - %Az) =0 (B.72)
n(O*)eb " (z0p — %Az) =0 (B.73)

and the number density is set such that it has a minimum value of 1 - 1075,

1

n(O*)Pdin(z + EAz) >1-107° (B.74)
1

n(O*)ibdin (7 + JA9) 21107 (B.75)
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